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ABSTRACT

In general, a large number of different Intellectual Property (IP) cores can be implemented on a System-On-Chip (SOC) in parallel. However, this was not resource efficient, as depending on the application, only a subset of those cores would active at the same time. This study focused on the design method of the Dynamic Partial Reconfigurable (DPR) system that design and implements a DPR system to address the problems. The result of experiment shows that DPR can greatly improve FPGA’s resource utilization and save reconfigurable time.

Key words: Dynamic partial reconfigurable, field programmable gate arrays, design method, resource

INTRODUCTION

With the development of FPGA, the FPGA has become core processor component in the digital system and applications are increasingly widespread (Li et al., 2011; Peiravi and Rahimzadeh, 2009; Wu et al., 2009; Ramakrishnan and Shanmugavel, 2007). In recent years, the Xilinx has introduced reconfigurable technology that utilizes the programmable features of FPGA to time-share logic resources (Xilinx, 2004) so that the different logic circuits can be implemented in the FPGA sequentially and greatly improves the flexibility of FPGA. Reconfigurable technology has a large potential for widely use (Ramadass et al., 2007).

Reconfiguration is the process of changing the structure of a reconfigurable device at startup, respectively at run-time (Compton and Hauck, 2002; Bobda, 2007). Reconfigurable technology is divided into static reconfiguration and dynamic reconfiguration and dynamic reconfiguration can be divided into global reconfiguration and partial reconfiguration. Dynamic reconfiguration allows the device portions that are not directly involved in the reconfiguration to run without interruption through the reconfiguration process (Corbetta et al., 2009). Partial Reconfiguration reduces the granularity of reconfiguration to be a set of columns or rectangular region of the device. Decreasing the granularity of reconfiguration results in reduced configuration file sizes and, thus, reduced configuration times. When compared to one bitstream of a non-partial reconfiguration implementation, smaller modules resulting in smaller bitstream file sizes allow an FPGA to implement many more hardware configurations with greater speed under similar storage requirements (Parris, 2008).

As long as the system designed meets one of the following questions, it can be resolved through DPR:
System's resource requirement is greater than FPGA's available resources
System designed has multiple mutually exclusive tasks
Reduce system energy consumption
System has temporarily no need to hardware resources

DPR has unique features which make it more and more promising, therefore, effective and fast design method for DPR system is very important instructive for designers (Claus et al., 2007). Currently, many researchers have studied the reconfigurable computing (Compton and Hauck, 2002; Bobda, 2007) and have derived a large number of design models and platforms and have applied the technology to the various fields including aerospace and military. However, the related research on the dynamic reconfiguration is relatively less and is still in an initial start-up phase, the design method of the DPR system has yet to be deepened. In study of Becker et al. (2007), the reconfigurable system which was on single FPGA chip with module-based method was for reusing resources to improve performance. Those references mentioned were all module-based design method and used the command line to achieve the reconfigurable system. This study focuses on the design method of the DPR system and finally we found that the method based on EAPR which combines with PlanAhead is able to complete the design of the DPR system more effectively than existing methods and approaches based on some comparisons. Therefore, we describe the design flow based on the above method. The design method proposed in this study; (1) can effectively shorten the design time (2) easy to modify the complex reconfigurable system repeatedly (3) improve the efficiency of design.

BASIC ARCHITECTURE OF DPR SYSTEM

The DPR system divides the FPGA into two regions: dynamic region (also called reconfigurable region) and static region. The logic functions which are in the dynamic region can be changed during the running time, while the other logic functions which are in the static region are not affected and can continue to run when the dynamic region is being configured (Papadimitriou et al., 2010). The dynamic region could contain more than one reconfigurable module and each one can achieve a logic circuit function, but it can be replaced by other reconfigurable modules to achieve new logic function. Communicate between static region and dynamic region is bus macro that is a fixed routing resource and is an important safeguard to achieve DPR system based on FPGA. Diagram of the basic structure of the DPR system is shown in Fig. 1.

THE DPR SYSTEM DESIGN AND IMPLEMENTATION

The DPR was first proposed by Xilinx. Xilinx's Virtex FPGA supported the DPR technology. There are mainly two design methods for DPR system: Difference-based and Module-based which were introduced in detail (Xilinx, 2004). And the defects which existed in the Difference-based method were introduced. EAPR (Xilinx, 2005) is similar to the Module-based method but there are some differences between them: (1) In the EAPR design method, the dynamic region allows for the arbitrary rectangular and allows the global signal of the static modules directly through this region without using the bus macro to connect the signal. (2) The Slice-based bus macro can replace the bus macro which is Look Up Table (LUT) based in the EAPR. This study studies on EAPR method for designing the DPR system and details its design flow to make users more clearly about how to design a DPR system effectively.
The proposed design method with EAPR for the DPR system: The design flow of the DPR system is different from flow of the general FPGA and has more stringent restrictions and regulations. This paper will detail the design flow through a specific design in order to make designer have a more profound understanding the design approach with the help of the ISE9.1i, EDK9.1i and PlanAhead9.2.7.

Architecture diagram of the DPR system: This section will discuss a specific structure which deduces from the basic architecture (Fig. 1) as shown in Fig. 2. The static region is composed of static modules such as the PPC405 processor, UART, System ACE, ICAP and Socket and the system
only contains a reconfigurable module which can be replaced by other reconfigurable modules. PPC405 processor which controls the configurable flow, is the key to achieve dynamic reconfiguration and users reconfigure the FPGA's reconfigurable module through ICAP internal (Becker et al., 2007; McDonald, 2008).

**File structure:** Because the design flow of the DPR system is complex and involves with lots of files, it is complicated to achieve. The appropriate file structure can make the design flow more clearly and simplify. Therefore, in order to facilitate the realization of the system, this study recommends the file structure that can organize and manage the design and implementation files and documents at all stages as shown in Fig. 3 and we can extend the file structure for different applications.

**Design flow of the DPR system:** The design flow of the DPR system generally is as design top module, design static module, design reconfigurable module, merging modules and as shown in Fig. 4.

**Design top module:** It is the main purpose that the top module is used to assign the overall layout of the FPGA according to the practical application and divide the FPGA into the static region and reconfigurable region and establish connection between static modules and reconfigurable modules. The static modules, reconfigurable modules and bus macros are all in the top module in the form of sub-module and the design of these modules are relatively independent. In the top module, these sub-modules are "black box", only providing a logical interface not implementing specific function. In addition, the global clock resources (DCM and BUFG) and IOB (input/output) are all defined in the top module. Design top module should follow these rules: Firstly, all the sub-modules port must be explicitly defined as input or output and cannot be defined as a buffer. Secondly, reconfigurable module requires using the global clock and cannot share any signals except global clock signal, including reset, enable signals and so on. Thirdly, it is necessary to minimize the number of reconfigurable module.

**Design static module:** Static module is the part whose logic functions do not change and continue to run when the system is reconfiguring. Static modules control and assist the system to complete the reconfiguration operation.

In the DPR systems designed for this study, the static modules are composed of the processor and a number of peripheral devices that the system needs which are selected by EDK's Platform
Fig. 4: Design flow of DPR system
Studio that is for hardware platform development and provided by Xilinx. And the processor is the IBM PowerPC hard-core and these peripheral devices are System ACE, RS232, ICAP, Socket and so on.

The reconfiguration operation of the system with the help of static modules is as follows: after serial terminal receives the reconfiguration command, the processor PPC405 follows the command to find the reconfigurable module's bitstream file which is in CF, then write the bitstream data in the BRAM of ICAP with frame as a unit, finally these date are written into the reconfigurable region of FPGA through the ICAP to complete the reconfiguration operation.

**Design reconfigurable module:** The reconfigurable module which is under the control of the static modules to implement configuration, can achieve new logic function through replacing other modules which lie in dynamic region. Each reconfigurable module achieves specific function and the reconfigurable modules which have the same interface to replace with each other.

One of the advantages of the DPR system is the ability in achieving logic function change in the FPGA's dynamic region which can achieve more functions in a smaller FPGA and reconfigurable module is used to achieve the specific function. Therefore, the reconfigurable module is the core of the system and it can time-share the logic resources of dynamic region and thereby improving the resource utilization. Do pay attention as designing reconfigurable modules: At first, reconfigurable module's resources cannot be greater than the dynamic region's ones. Secondly, the reconfigurable modules which can replace with each other must have the same interface. This study designs two reconfigurable modules to test and verify the DPR system and the two modules are designed as IP that conform the OPB bus standard to ensure the unity of the interface.

**Merge modules:** Because the static modules and reconfigurable modules are "black box" in the top module, we will use the PlanAhead tool to fill these "black box" to generate a complete DPR system. PlanAhead's main tasks: (1) allocate region and distribute resources for the reconfigurable modules, (2) place the bus macros, (3) place and route, (4) generate bitstream file for each module. Merge the various modules to generate a DPR system as shown in Fig. 4.

**EXPERIMENT AND PERFORMANCE ANALYSIS**

According to the design flow of the DPR system, we have designed a specific application to implement a DPR system. The application, shown in Fig. 2, with the system has two reconfigurable modules: DES Encryption and DES Decryption (Opencores.org, 2003). We will use Virtex-II Pro Evaluation board to verify the design.

Figure 5 shows the layout of every module of the DRP system and Fig. 6 is the overview of layout of this DPR system and shows that the dynamic region (Fig. 5b, c) is rectangular and the static modules (Fig. 5a) can use the unused routing resources that belong to the dynamic region.

**DES algorithm works:** At first, the data is encrypted with a key to generate ciphertext data (64 bits) as the output of DES Encryption and then use the same key to decrypt the ciphertext data, restore the plaintext data (64 bits) as the output of DES Decryption. Figure 7 shows the experimental results which consistent with the expectations of the correct result about DES.
Fig. 5(a-f): Different parts of the Physical layout in DES DPR system, (a) Static module, (b) DES encrypt module, (c) DES decrypt module, (d) Bus macros, (e) DES encrypt system and (f) DES decrypt system

Fig. 6: The layout of the DPR system
Fig. 7: The results of DES in DPR system

Table 1: Resource usage of the DPR system for DES application

<table>
<thead>
<tr>
<th>Resource types</th>
<th>Rate of resource</th>
<th>Resource No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>(%)</td>
<td>4,988</td>
</tr>
<tr>
<td>Slice flip flops</td>
<td>(%)</td>
<td>3,982</td>
</tr>
<tr>
<td>4 input LUTs</td>
<td>(%)</td>
<td>5,668</td>
</tr>
</tbody>
</table>

Table 1 shows the resources that are used by the DPR system for DES application on Virtex-II Pro XC2VP30 (Xilinx, 2005). The results of Fig. 7 and Table 1 show that encryption module and decryption module can time-share logic resources of dynamic region which greatly saves resources and improves resource utilization. It's worth noting that if more modules share these resources, the resource utilization would be higher.

The DPR system can not only save resources and improve resource utilization, but also save the time of reconfigurable. The time spent on reconfiguration is determined by the following formula:

$$R_t = \frac{B_w}{C_{lk} \times B_w}$$  \hspace{1cm} (1)

where, Clk denotes the clock frequency of system, B_w represents the bit wide of transmit data stream and R_t is the value of the size of bitstreams.
Table 2: Bitstream's size and reconfiguration time

<table>
<thead>
<tr>
<th>Bitstream (bit)</th>
<th>Size (kb)</th>
<th>Time (sec) (cable freq: 50 MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static_full bit</td>
<td>1415</td>
<td>3</td>
</tr>
<tr>
<td>Encrypt bit</td>
<td>533</td>
<td>1</td>
</tr>
<tr>
<td>Decrypt bit</td>
<td>533</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2 shows the size of the design’s bitstream file and the reconstruction time which gets from the iMPACT project’s log file. The size of system’s bitstream file (static_full.bit) is about 3 times larger than the reconfiguration module’s bitstream files (encrypt.bit or decrypt.bit) and the reconstruction time is almost 3 times. If the system is dynamic partial reconfiguring, we only download encrypt.bit or decrypt.bit, the time only spent 1 sec. If the system is global reconfiguration, both encrypt.bit and decrypt.bit are needed to load into FPGA, the time spent is 2 sec. Hence, dynamic partial reconfiguring can save 50% reconfiguration time in compared with global reconfiguration. In a word, the DPR system can greatly save reconstruction time and save storage space.

CONCLUSION

In this study, we have studied the design method, discussed the DPR system’s structure and composition, studied the design flow of the DPR system and finally implement an EAPR based DPR system with the help of PlanAhead tool. The DPR system for DES encryption and decryption has been implemented and validated on the Virtex-II Pro XC2VP30 development platform. The experimental results show the correctness of the system designed following the design flow. Performance of the experiment shows that the system greatly improves FPGA’s resource utilization and saves reconfigurable time.
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