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Abstract: In this study, simulation activities are suggested as a tool in understanding the properties of estimators of the coefficients of linear regression model when the variables are circular. This activities are suitable for undergraduate students who have learned simple linear regression theory and would like to extend the idea of regression to the case when the sets of measurements are directions, as well as the using of various approximations in parameter estimations.
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INTRODUCTION

Simulation activities has been suggested as a complement to the teaching of theory of statistics. The main objective is to show the probabilistic properties of certain estimators using empirical results of simulation actions. Armoro and Ferrandiz (2002) proposed a simulation activity to show empirically the probabilistic properties of least squares estimators of slope, intercept and residual variance of a simple linear regression model. In this research, we extend the activity by considering the theory of circular regression model which is the simple linear regression of directional data. The topic is chosen due to its similarity to the simple linear regression theory and to motivate students to think on theory beyond their present knowledge. Appropriate programs in SPPlus are provided as simulation tools.

CIRCULAR RANDOM VARIABLE

A circular random variable is a variable which takes values on the circumference of a circle, for example the angle is in the range [0, 2π) radians or [0°, 360°). Regression involving a circular response variable is common in a number of areas of application, particularly in biological, geological, astronomical, meteorological and economical sciences. Examples include the relationship between the direction an animal moves and the distance moved; the dependence of the strike of a fault plane on displacement; and the dependence of wind direction on wind speed.

THE VON MISES DISTRIBUTION

A circular random variables θ is said to have a Circular Normal (CN) or von Mises distribution, denoted by VM(μ, κ), if it has the density function:

\[ f(θ; μ, κ) = \frac{1}{2πI_0(κ)} e^{κcos(θ - μ)}, \quad 0 ≤ θ < 2π \] (1)
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Where, $\theta \leq \mu < 2\pi$ and $\nu \geq 0$ are parameters. Here $I_{\nu}(\kappa)$ in the normalizing constant is the modified Bessel function of the first kind and order zero and is given by:

$$I_{\nu}(\kappa) = \frac{1}{2\kappa} \int_0^\infty \exp(\kappa \cos \theta) \cos \kappa \cos \theta \sin \theta d\theta = \sum_{n=0}^{\infty} \frac{\left(\frac{\kappa}{2}\right)^n}{n!} \left(\frac{1}{\theta}\right)^n$$

(2)

This distribution also known as a Circular Normal distribution to emphasize its important and similarities to the Normal distribution on the real line was first introduced by von Mises and was discussed by Mardia (1972), who provide a nice discussion of this distribution and some of its properties. SPlus program for generating sample from this distribution is given in Appendix A.

CIRCULAR REGRESSION MODEL

Let $X$ and $Y$ to be a circular explanatory variable and a circular response variable respectively. The circular variable $X$ is usually assumed to be a variable that is controllable by the experimenter. Therefore the experiment is designed so as to choose the values $X$ and observe the corresponding value of $Y$. Suppose the true relationship between $Y$ and $X$ is linear and that the observation $Y$ at each fixed value $x$ of $X$ is circular random variable. For each observation $Y$, the model is given by

$$y = \alpha + \beta x + \epsilon \quad \text{(mod 2\pi)}$$

(3)

Where, $\epsilon$ is a circular random error having a von Mises distribution with mean circular $0$ and concentration parameter $\kappa$, i.e., $\sim$ VM(0, $\kappa$). The $\epsilon$ are also assumed to be uncorrelated with each other. For practical purposes, we will consider $\beta = 1$, as an example is the measurements of wind direction by two different techniques. Knowing $\epsilon$ with fixed values of $X$, the values for $Y$ can be generated using (3). SPlus program CirDat given in Appendix B can be used to generate $Y$ with fixed values of $X$.

MAXIMUM LIKELIHOOD ESTIMATES OF $\alpha$, $\beta$ AND $\kappa$

The maximum likelihood estimators of $\alpha$ and $\beta$, denoted by $\hat{\alpha}$ and $\hat{\beta}$, respectively, is obtain iteratively using

$$\hat{\beta}_{n+1} = \hat{\beta}_n + \frac{\sum x_i \sin(y_i - \hat{\alpha}_n - \hat{\beta}_n x_i)}{\sum x_i \cos(y_i - \hat{\alpha}_n - \hat{\beta}_n x_i)}$$

(4)

Where:

$$\hat{\alpha}_n = \begin{cases} \tan^{-1}\left(\frac{S_y}{C_y}\right) & S_y > 0, C_y > 0 \\ \tan^{-1}\left(\frac{S_y}{C_y}\right) + \pi & C_y < 0 \\ \tan^{-1}\left(\frac{S_y}{C_y}\right) + 2\pi & S_y < 0, C_y > 0 \end{cases}$$

(5)

and

$$\frac{\sum \sin(y_i - \hat{\beta}_n x_i)}{\sum \cos(y_i - \hat{\beta}_n x_i)} = \frac{S_y}{C_y}$$

(6)
Since both the $x$ and $y$ are measurements of the same quantity (as an example, the wind directions), unity would be logical initial estimate of $\beta$ and so a possible initial estimate for iteration is $\beta_0 = 1.0$. We can then update $\alpha$ and $\beta$ and proceed iteratively. This iteration procedure will continue until the convergence criterion is satisfied.

Using the final maximum likelihood estimate of $\alpha$ and $\beta$ obtained above, then maximum likelihood estimate of $\kappa$ is given by

$$\hat{\kappa} = A^{-1}\left(\frac{1}{n}\sum\cos(y_i - \hat{\alpha} - \hat{\beta}x_i)\right)$$  \hspace{1cm} (7)

A simple and reasonably accurate approximation to $A^{-1}(w)$ was given by Best and Fisher (1981), which is

$$A^{-1}(w) = \begin{cases} 
2w + w^2 + \frac{4}{3}w^3, & w < 0.53 \\
-0.4 + 1.39w + \frac{0.43}{(1-w)}, & 0.53 \leq w < 0.85 \\
\frac{1}{w^3 - 4w^2 + 3w}, & w \geq 0.85
\end{cases}$$

Further, the asymptotic properties of $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\kappa}$ can be obtained by the inverse of Fisher information matrix, Hussin et al. (2004) and given by:

$$\text{Var}(\hat{\alpha}) = \frac{\sum x_i^2}{\hat{\kappa}A(\hat{\kappa})\left(n\sum x_i^2 - (\sum x_i)^2\right)}$$  \hspace{1cm} (8)

$$\text{Var}(\hat{\beta}) = \frac{n}{\hat{\kappa}A(\hat{\kappa})\left(n\sum x_i^2 - (\sum x_i)^2\right)}$$  \hspace{1cm} (9)

$$\text{Var}(\hat{\kappa}) = \frac{\hat{\kappa}}{n\left\{\hat{\kappa} - \hat{\kappa}A(\hat{\kappa}) - A(\hat{\kappa})\right\}}$$  \hspace{1cm} (10)

Where:

$$A(\hat{\kappa}) = \frac{1}{n}\sum\cos(y_i - \hat{\alpha} - \hat{\beta}x_i)$$

For large $n$, the estimator $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\kappa}$ are normally distributed with means $\alpha$, $\beta$ and $\kappa$ and variances (8)-(10), respectively. These estimates and their variances can be obtained by using SPlus program given in Appendix C.

**OBJECTIVES OF ACTIVITIES**

- To show that there is no closed-form available for maximum likelihood estimator for circular regression model compared to simple linear regression model and the estimate of $\alpha$, $\beta$ and $\kappa$ may be obtained iteratively.
- To show that for large sample size, all the estimators i.e., $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\kappa}$ are normally distributed with means $\alpha$, $\beta$ and $\kappa$ as well as variances 8-10, respectively.
SIMULATION ACTIVITIES

The activities can be arranged in 4 different steps as follows.

**Step 1: Simulating the Circular Data**

The simulation will be based on model given by (3):

\[
y = \alpha + \beta x + \epsilon \quad \text{(mod } 2\pi) \quad \text{with } \epsilon \sim \text{VM}(0, K)
\]

Let the student choose a value of \(\alpha\), \(\beta\) and \(\kappa\), say, \(\alpha = 4\), \(\beta = 1\) and \(\kappa = 3\) with size 30. Then, we can generate \(\epsilon\) from VM \((0, \kappa = 3)\) using the VM SPlus procedure given in Appendix A by typing VM \((0, 3, 30)\) in the command window. Consequently, a data set, \((x_i, y_i), i = 1, 2, \ldots, 30\) is generated with where \(x_i\) are fixed by the instructor as \(x_i = 12\pi\) while \(y_i = 4 + x_i + \epsilon_i \quad \text{(mod } 2\pi)\). For example, with seed number 100, the data set given in Table 1 is obtained using CirDat programs given in Appendix B. It is done by typing CirDat \((0, 3, 30, 4, 1)\) in the command window.

**Step 2: Finding the Estimates of \(\alpha\), \(\beta\) and \(\kappa\)**

Using the programs CirReg given in Appendix C, the estimates \(\hat{\alpha}\), \(\hat{\beta}\) and \(\hat{\kappa}\) can be obtained by typing CirReg \((x, y, 1, 100)\) giving the estimates and variances as follows:

\[
\hat{\alpha} = 4.1324, \quad \hat{\beta} = 1.0003 \quad \text{and} \quad \hat{\kappa} = 2.5562
\]

and

\[
\text{Var}(\hat{\alpha}) = 0.06432, \quad \text{Var}(\hat{\beta}) = 1.5663e-006 \quad \text{and} \quad \text{Var}(\hat{\kappa}) = 0.3250
\]

The estimates are close to the true values of the parameters of \(\alpha = 4\), \(\beta = 1\) and \(\kappa = 3\), respectively.

**Step 3: Replicating for \(m\) Times**

We let the students to repeat step 2, say \(m = 40\) repetitions, giving a list of 40 values of \(\hat{\alpha}\), \(\hat{\beta}\) and \(\hat{\kappa}\). Using SPlus program given in Appendix D with seed number 100 by typing simuCirReg \((0, 3, 30, 4, 1, 1, 100, 40)\) the estimates are obtained as shown in Table 2.

**Step 4: Analysing the Parameter Estimates**

Students can now evaluate the parameter estimates obtained from step 3. Firstly, students will look at the accuracy of the estimates as given in Table 3. The values of mean and median for \(\hat{\alpha}\), \(\hat{\beta}\) and \(\hat{\kappa}\) are close suggesting the distributions are nearly symmetrical. Students should be encouraged to plot the histograms as shown in Fig. 1 using hist in SPlus. Further, the bias is small for \(\hat{\alpha}\) and \(\hat{\beta}\) but quite large for \(\hat{\kappa}\). Similarly, the standard deviation of \(\hat{\kappa}\) is also larger compared to the others.

<table>
<thead>
<tr>
<th>(x^(*))</th>
<th>(x^(**))</th>
<th>(x^(***))</th>
<th>(x^(****))</th>
<th>(y^(*))</th>
<th>(y^(**))</th>
<th>(y^(***))</th>
<th>(y^(****))</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>15.46</td>
<td>132</td>
<td>136.65</td>
<td>252</td>
<td>256.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>27.78</td>
<td>144</td>
<td>147.50</td>
<td>264</td>
<td>268.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>40.31</td>
<td>156</td>
<td>160.47</td>
<td>276</td>
<td>280.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>51.83</td>
<td>168</td>
<td>171.85</td>
<td>288</td>
<td>292.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>64.08</td>
<td>180</td>
<td>182.87</td>
<td>300</td>
<td>302.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>77.28</td>
<td>192</td>
<td>196.58</td>
<td>312</td>
<td>315.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>88.02</td>
<td>204</td>
<td>208.55</td>
<td>324</td>
<td>330.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>99.79</td>
<td>216</td>
<td>220.63</td>
<td>336</td>
<td>340.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>112.56</td>
<td>228</td>
<td>232.09</td>
<td>348</td>
<td>353.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>123.01</td>
<td>240</td>
<td>244.36</td>
<td>360</td>
<td>4.25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 2: Values of estimates for 40 replications

<table>
<thead>
<tr>
<th>No.</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\kappa} )</th>
<th>No.</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\kappa} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.1324</td>
<td>1.0003</td>
<td>2.5258</td>
<td>21</td>
<td>4.0165</td>
<td>1.0000</td>
<td>2.5012</td>
</tr>
<tr>
<td>2</td>
<td>4.1089</td>
<td>0.9999</td>
<td>2.9380</td>
<td>22</td>
<td>3.9942</td>
<td>1.0003</td>
<td>3.9981</td>
</tr>
<tr>
<td>3</td>
<td>3.7763</td>
<td>0.9993</td>
<td>3.8943</td>
<td>23</td>
<td>4.1174</td>
<td>1.0000</td>
<td>3.1265</td>
</tr>
<tr>
<td>4</td>
<td>3.9258</td>
<td>0.9998</td>
<td>2.7813</td>
<td>24</td>
<td>4.0533</td>
<td>0.9996</td>
<td>2.4782</td>
</tr>
<tr>
<td>5</td>
<td>4.0148</td>
<td>0.9996</td>
<td>3.0858</td>
<td>25</td>
<td>3.9823</td>
<td>1.0000</td>
<td>3.6942</td>
</tr>
<tr>
<td>6</td>
<td>3.9080</td>
<td>0.9995</td>
<td>1.7709</td>
<td>26</td>
<td>4.0140</td>
<td>1.0003</td>
<td>4.5890</td>
</tr>
<tr>
<td>7</td>
<td>3.9793</td>
<td>1.0008</td>
<td>4.2074</td>
<td>27</td>
<td>4.1239</td>
<td>1.0000</td>
<td>2.7157</td>
</tr>
<tr>
<td>8</td>
<td>3.9482</td>
<td>0.9996</td>
<td>3.0878</td>
<td>28</td>
<td>4.0964</td>
<td>1.0001</td>
<td>2.6352</td>
</tr>
<tr>
<td>9</td>
<td>3.9499</td>
<td>1.0006</td>
<td>3.4931</td>
<td>29</td>
<td>4.0914</td>
<td>1.0006</td>
<td>3.3745</td>
</tr>
<tr>
<td>10</td>
<td>4.2046</td>
<td>0.9989</td>
<td>2.1547</td>
<td>30</td>
<td>3.8805</td>
<td>1.0003</td>
<td>3.5411</td>
</tr>
<tr>
<td>11</td>
<td>3.9589</td>
<td>1.0002</td>
<td>3.5590</td>
<td>31</td>
<td>3.9129</td>
<td>1.0004</td>
<td>2.8461</td>
</tr>
<tr>
<td>12</td>
<td>4.1136</td>
<td>0.9995</td>
<td>3.6096</td>
<td>32</td>
<td>3.9709</td>
<td>1.0000</td>
<td>3.4693</td>
</tr>
<tr>
<td>13</td>
<td>3.9555</td>
<td>0.9999</td>
<td>3.7707</td>
<td>33</td>
<td>3.8251</td>
<td>1.0001</td>
<td>3.3643</td>
</tr>
<tr>
<td>14</td>
<td>4.0219</td>
<td>1.0002</td>
<td>2.8914</td>
<td>34</td>
<td>4.1207</td>
<td>1.0002</td>
<td>3.6947</td>
</tr>
<tr>
<td>15</td>
<td>3.9751</td>
<td>1.0000</td>
<td>3.4652</td>
<td>35</td>
<td>4.1034</td>
<td>0.9999</td>
<td>2.7479</td>
</tr>
<tr>
<td>16</td>
<td>4.2189</td>
<td>1.0004</td>
<td>2.7933</td>
<td>36</td>
<td>4.0091</td>
<td>1.0000</td>
<td>3.1945</td>
</tr>
<tr>
<td>17</td>
<td>4.0260</td>
<td>1.0002</td>
<td>2.4546</td>
<td>37</td>
<td>4.0524</td>
<td>1.0004</td>
<td>2.4655</td>
</tr>
<tr>
<td>18</td>
<td>3.8586</td>
<td>1.0001</td>
<td>3.6755</td>
<td>38</td>
<td>3.9632</td>
<td>0.9999</td>
<td>3.1782</td>
</tr>
<tr>
<td>19</td>
<td>3.8095</td>
<td>0.9998</td>
<td>4.4898</td>
<td>39</td>
<td>4.0091</td>
<td>1.0000</td>
<td>3.7289</td>
</tr>
<tr>
<td>20</td>
<td>4.1133</td>
<td>1.0003</td>
<td>4.4918</td>
<td>40</td>
<td>4.3272</td>
<td>0.9994</td>
<td>2.7145</td>
</tr>
</tbody>
</table>

Table 3: Statistics of estimates

<table>
<thead>
<tr>
<th>Estimators</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\kappa} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>4.00</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Mean</td>
<td>4.0168</td>
<td>1.0000</td>
<td>3.2445</td>
</tr>
<tr>
<td>Median</td>
<td>4.0116</td>
<td>1.0000</td>
<td>3.2170</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.0168</td>
<td>0.0000</td>
<td>-0.2445</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.1138</td>
<td>0.0003</td>
<td>0.6502</td>
</tr>
</tbody>
</table>

Fig. 1: Histogram of estimates
Table 4: Results by Kolmogorov-Smirnov method

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\kappa}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
<td>0.0928</td>
<td>0.1042</td>
<td>0.0750</td>
</tr>
<tr>
<td>p-value</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

![Graphs showing quantile-quantile plots for estimators $\hat{\alpha}$, $\hat{\beta}$, and $\hat{\kappa}$.

Fig. 2: The quantile-quantile plots of the estimator

Next, we want to show that the estimators follow a normal distribution. This can be shown by using graphical tools such as the quantile-quantile normal plot or hypothesis test approach such as the Kolmogorov-Smirnov method (Montgomery, 1992). Figure 2 gives the quantile-quantile plots of the estimator $\hat{\alpha}$, $\hat{\beta}$, and $\hat{\kappa}$. It can be observed that the triangular points all lie close to the straight lines. Furthermore, the Kolmogorov-Smirnov method gives non-significant results as given in Table 4. That means the null hypothesis of the observed follows normal distribution is not rejected. Thus, we conclude $\hat{\alpha}$, $\hat{\beta}$, and $\hat{\kappa}$ follow normal distribution.

CONCLUSION

The simulation activities as suggested is an example of statistical exercises that can be used to encourage students to investigate some aspect of statistical theory using simulation and approximation approach. These activities can motivate students' interest in extending the theory of statistics to other research area which has practical applications.
Appendix A

VM<-function(mu,kappa,size){
  a<-1+sqrt(1+4*(kappa^2))
  b<-(-a-sqrt(2*a))/2*kappa
  r<-((1+b^2)/(2*b))
  theta<-matrix(0,nrow=(100+size))
  count<-0
  
  for (i in 1:(100+size)){
    u1<-runif(1, min=0, max=1)
    ab<-180*u1
    z<-cos(ab)
    f<-((1+r*z)/(r+z))
    c<-kappa*(r-f)
    
    u2<-runif(1, min=0, max=1)
    bc<-c*(2-c)-u2
    lc<-log(c/u2)+1-c

    if (bc > 0) {
      u3<-runif(1, min=0, max=1)
      if ((u3-0.5)<0) {pp<-1}
      else if ((u3-0.5)>0) {pp<-1}
      else {pp<-0}
      theta[i]<-pp*acos(f)+mu
      count<-count+1
    } else if (bc<0 & lc>0) {
      u3<-runif(1, min=0, max=1)
      if ((u3-0.5)<0) {pp<-1}
      else if ((u3-0.5)>0) {pp<-1}
      else {pp<-0}
      theta[i]<-pp*acos(f)+mu
      count<-count+1
    } else {theta[i]<-NA}
    if (count == size) break
  }

  thetaF<-na.exclude(theta)
  thetaF[1:size]
Appendix B

CirDat<-function(mu,kappa,size,alpha,beta){
  eta<-VMM(mu,kappa,size)
  x<-matrix(0,nrow=size)
  y<-matrix(0,nrow=size)
  for (i in 1:size) {
    x[i]<-(360/size)*i
    if (x[i]>=360) {x[i]<-x[i]-360}
    y[i]<-alpha+beta*x[i]+eta[i]
    if (y[i]<-360) {y[i]<-y[i]-360}
  }
  list(x=x,y=y)
}

Appendix C

CirRegr<-function(x,y,iniB,iter){
  n<-length(x)
  bb<-matrix(0,nrow=iter)
  alpha<-matrix(0,nrow=iter)
  bb[1]<-iniB
  alpha[1]<-0

  for (l in 1:iter){
    S<-sum(sin(y-bb[l-1]*x))
    C<-sum(cos(y-bb[l-1]*x))
    if (S>0 & & C>0) {alpha[l]<-atan(S/C)}
    else if (C>0) {alpha[l]<-atan(S/C)+pi}
    else if (S>0 & & C<0) {alpha[l]<-atan(S/C)+2*pi}
    K1<-sum(x*sin(y-alpha[l-1]*bb[l-1]*x))
    K2<-sum((x^2)*cos(y-alpha[l]-bb[l-1]*x))
    bb[l]<-bb[l-1]+(K1/K2)
    if (abs(bb[l]-bb[l-1])<0.001) break
  }
  alphaEst<-alpha[final]
  betaEst<-bb[final]
  w<-(sum(cos(y-alpha[final]-betaEst*x))/n)
  if (w<0.53) {kappaEst<-(-2*w)+((5*(w^3))/6)}
  else if (w>0.85) {kappaEst<-1/((w^3)-(4*(w^2))+3*w)}
  else {kappaEst<-0.4+1.39*w+0.43/(1-w)}
  pp<-n*(sum(x^2)-(sum(x))^2)
  VarAlphaEst<-(sum(x^2))/(kappaEst*w*pp)
  VarBetaEst<-(n/(kappaEst*w*pp))
  VarKappaEst<-(kappaEst/((n*VarKappaEst-kappaEst^2)*(w^2)-w))
  }
Appendix C: Continued

```r
output<-cbind(alphaEst,betaEst,kappaEst)
output1<-cbind(VarAlphaEst,VarBetaEst,VarKappaEst)

list(output=output,output1=output1)
```

Appendix D

```r
simuCirReg<-function(mu,kappa,size,alpha,beta,iniB,iter,simu) {

  alpEst<-matrix(0,nrow=simu)
  betEst<-matrix(0,nrow=simu)
  KapEst<-matrix(0,nrow=simu)

  for (i in 1:simu) {
    aa<-CirDat(mu,kappa,size,alpha)
    x<-aa$x
    y<-aa$y

    est<-CirReg(x,y,iniB,iter)
    alpEst[i]<-est$output[1]
    betEst[i]<-est$output[2]
    KapEst[i]<-est$output[3]
  }

  output<-cbind(alpEst,betEst,KapEst)
  list(output=output)
}
```
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