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Abstract: Reduction in makespan is a fundamental objective of optimizing task scheduling problems in distributed heterogeneous computing systems. In this study, we propose a new task scheduling heuristic for independent task scheduling in Grid named as QoS Sufferage. Our novel heuristic is based on Sufferage heuristic adapted to include network bandwidth as Quality of Service (QoS) parameter. Numerical simulations are carried out to test our proposed QoS Sufferage heuristic in Grid environment and the results reveal that the proposed QoS Sufferage outperforms other heuristics by achieving a significant reduction in makespan.
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INTRODUCTION

Due to advances in wide-area network technologies and low cost of computing resources, Grid computing (Foster and Kesselman, 2001) has established itself as an active research area. One motivation of Grid computing is to aggregate the power of widely distributed resources and provides non-trivial services to users (Foster, 2002). A computational Grid is a hardware and software infrastructure that provides dependable, consistent, pervasive and inexpensive access to high-end computational capabilities (Foster and Kesselman, 1998).

The key technologies that affect the Grid efficiency involve Grid resource allocation and management and task scheduling algorithms. The goal of computational Grid is to utilize all available/free computational resources to overcome difficulties brought about by complicated tasks with enormous computing workloads, so one of the current research problems in Grid task scheduling is to devise new and efficient methods for improving computational efficiency.

After a computational job is designed and realized as a set of tasks, an optimal assignment of these tasks to the processing elements in a given architecture needs to be determined, that is the scheduling problem (El-Rewini et al., 1994; Topcuoglu et al., 2000). In general, tasks can be divided into two groups: Independent and dependent (Braun et al., 1998). Dependent task requires the results of its predecessor tasks while independent task does not require communication with other tasks in same metatask. Metatask can be defined as a collection of independent tasks with no inter-task data dependencies (Braun et al., 2001). The most common objective function of task scheduling problems (both for a Grid and for a non-Grid parallel machine) is reduction in makespan (the total time required to complete metatask).

Over the years, task scheduling, an integrated component of computing, problem has become a well-recognized discipline in Grid and identified as NP complete problem (Sinnen, 2007). The unavailability of an exact solution has led to the proposal of several heuristic algorithms such as Min-min, Max-min, Sufferage (Ibarra and Kim, 1977; Freund et al., 1998; Maheswaran et al., 1999), XSufferage and Weighted Mean Execution Time (Casacova et al., 2000; Jijnan et al., 2005). However, these scheduling approaches do not consider the effects of QoS, which is an extensive concept in task scheduling. To overcome this drawback, QoS guided Min-min (Xiaooshan et al., 2003) with QoS as a factor of algorithm was proposed. But this algorithm has certain limitation as well. Later on Dong et al. (2006) proposed a new Grid task scheduling strategy based on QoS priority grouping to eliminate the limitations in QoS guided Min-min algorithm. However the algorithm fails to recognize the humongous scale of Grid as it divides the tasks on the basis of QoS requirements into n groups (where, n represents total number of hosts). In this study we present a new scheduling heuristic based on the traditional Sufferage heuristic (Maheswaran et al., 1999).
by dividing the tasks into two groups following the literature (Xiaoshan et al., 2003). Moreover, we perform the comparative analysis of current heuristics algorithms for independent task scheduling in grid computing based on earliest completion time of a set of jobs. The results are consistent with our hypothesis that tasks should be divided into two groups instead of n to save the computational resources of the Grid and maintaining a low overall makespan.

**QoS SUFFERAGE HEURISTIC**

Here we will present a thorough discussion and example of proposed scheduling heuristic, where modification is employed in the Sufferage heuristic by introducing network bandwidth as QoS factor. QOS in an extensive concept, that varies from application to application. For example, QoS for CPU may mean its speed and processing power; similarly QoS of a network may mean its bandwidth and latency. Figure 1 summarizes some other identified quality of service parameters in computational Grid. In the current study we have considered network bandwidth as a decisive factor in our scheduling heuristic.

In QoS guided Min-min heuristic tasks are divided into two groups: High QoS and Low QoS. Min-min is applied on both groups. Tasks in high QoS group are given precedence in execution over tasks in low QoS group (Xiaoshan et al., 2003). The basic idea of QoS priority grouping algorithm presented in the literature (Dong et al., 2006) is that based on the number of hosts on which tasks can execute, they can be divided into n groups, where, n represents total number of hosts in Grid computing environment. And then task scheduling is performed for each group by applying Sufferage algorithm independently. However, for certain scenarios where tasks cannot be divided into n groups, it underperforms.

Our proposed heuristic divides the tasks into two groups according to high QoS and low QoS requirements, with the observation that tasks with high QoS requirements can only be executed on hosts with high QoS provision. For each task it calculates the earliest completion time and the machine that would obtain it. If machine is unassigned the task is assigned to that machine. Otherwise, if the machine is already busy the task is assigned to a machine with highest sufferage value after calculation. Here, sufferage value is equal to the second earliest completion time minus earliest completion time.

**Fig. 1:** QoS parameters distributed between network and computational sides in Grid

Throughout the study we use the terminology by Braun et al. (2001) and Maheswaran et al. (1999). The expected execution time of task \( t_i \) on machine \( m_j \) is defined as the amount of time taken by \( m_j \) to execute \( t_i \) given \( m_j \) has no load when \( t_i \) is assigned. The expected completion time \( c_{i,j} \) of task \( t_i \) on machine \( m_j \) is defined as the wall-clock time at which \( m_j \) completes \( t_i \) (after having finished any previously assigned tasks). Let \( m \) be the total number of machines in the heterogeneous computing suite and \( K \) is the set containing the tasks that will be used in a given test set for evaluating heuristics in the study. Suppose the arrival time of the task \( t_i \) be \( a_i \) and the time \( t_i \) begins execution be \( b_i \). From the above definitions we have \( c_{i,j} = a_i + b_i \). Let \( c_i \) be the completion time for task \( t_i \) and it is equal to \( c_{i,j} \) where, machine \( m_j \) is assigned to execute task \( t_i \). The makespan for the complete schedule is then defined as \( \max_{t_i} \in K(c). \) The most important objective of Grid scheduling algorithm is to minimize the makespan. To proceed expected Execution Time to Compute (ETC) matrices are generated by following methods described by Braun et al. (2001) and Maheswaran et al. (1999). The pseudo-code for QoS Sufferage heuristic is given in Fig. 2.

A simple example is given below to illustrate the execution of QoS Sufferage heuristic and to make its comparison with QoS guided Min-min and QoS priority grouping. Task execution times of 9 tasks on 5 machines are recorded in Table 1 for simulation purpose, where each row represents the estimated execution times for a given task on corresponding machines. The machines are assumed to be idle for this case. In Table 1 X denotes that the machine doesn’t have capability to perform that particular task due to its low QoS provision.

In this particular scenario, QoS Min-min heuristic gives a makespan of 20.7, QoS priority heuristic gives a makespan of 19.1 and QoS Sufferage heuristic gives a
Fig. 2: The QoS Sufferage heuristic

<table>
<thead>
<tr>
<th>Tasks</th>
<th>m₁</th>
<th>m₂</th>
<th>m₃</th>
<th>m₄</th>
<th>m₅</th>
<th>Qos Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₁</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>10.5</td>
</tr>
<tr>
<td>t₂</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>7.5</td>
</tr>
<tr>
<td>t₃</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>5.2</td>
</tr>
<tr>
<td>t₄</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.7</td>
</tr>
<tr>
<td>t₅</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.0</td>
</tr>
<tr>
<td>t₆</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.4</td>
</tr>
<tr>
<td>t₇</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13.3</td>
</tr>
<tr>
<td>t₈</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.8</td>
</tr>
<tr>
<td>t₉</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.9</td>
</tr>
<tr>
<td>t₁₀</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.8</td>
<td>5.8</td>
</tr>
<tr>
<td>t₁₁</td>
<td></td>
<td></td>
<td></td>
<td>9.0</td>
<td></td>
<td>17.3</td>
</tr>
<tr>
<td>t₁₂</td>
<td></td>
<td></td>
<td>5.1</td>
<td>4.8</td>
<td></td>
<td>6.8</td>
</tr>
<tr>
<td>t₁₃</td>
<td></td>
<td></td>
<td>4.1</td>
<td>16.1</td>
<td></td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 1: ETC matrix where QoS Sufferage outperforms Qos Min-min and Qos Priority

Fig. 3: Pictorial representation of QoS Min-min results

Fig. 4: Pictorial representation of QoS priority results

Fig. 5: Pictorial representation of QoS Sufferage results

makespan of 16.7. Figure 3-5 give pictorial representations of the tasks assignments for QoS Min-min, QoS priority and QoS Sufferage, respectively.
From Fig 3-5 it is evident that the proposed QoS Sufferage heuristic outperforms the QoS Min-min and QoS priority heuristics based on makespan. Furthermore, it can be noted that the makespan given by the QoS Min-min is larger than the makespan obtained by the other two heuristics.

SIMULATION AND RESULTS

A distributed heterogeneous computing system with user-defined number of machines and tasks is simulated to verify the results of QoS Sufferage heuristic and its comparison with the QoS guided Min-min and QoS priority heuristics. To carry out the simulation, we develop a simulator for task scheduling. The execution time of all the tasks taken into account namely, ETC matrix, is generated by using the same method presented by Braun et al. (2001) and Maheswaran et al. (1999). The rows of ETC matrix represent the execution times of each task on given machines. We are of the opinion that each scheduling heuristic can outperform other heuristics in a certain heterogeneous Grid environment and that each heuristic has certain limitations to perform its job in a certain scenario. The heuristic with shortest makespan is declared the best heuristic to perform task scheduling in Grid. The existing Sufferage algorithm is modified, which takes QoS factor into account to perform task scheduling. To verify the experimental results discussed in previous section ETC matrices with higher order are generated and tested for the proposed QoS Sufferage algorithm.

The experimental results corresponding to ETC matrices of 100 tasks×10 machines, 512 tasks×16 machines and 1024 tasks×16 machines indicate that our proposed algorithm performs well and outperforms the QoS guided Min-min and QoS priority heuristics. However, the experimental results for 512 tasks×16 machines and 1024 tasks×16 machines only are being discussed here in detail, which are shown in Fig. 6-8. From these results it turns out that the QoS Sufferage performs very well and gives the shortest makespan of 3860 and 7460 for 512 and 1024 tasks, respectively. Verification of these results was carried out for many other scenarios with the same order of ETC matrices. Furthermore, it can be noted that the makespan of Max-min is much larger than all other heuristics considered for study. It is also suggested that the inclusion of more quality of service parameters can further reduce the overall makespan. We conclude by emphasizing that the QoS Sufferage is the best of all heuristics considered for this study in terms of shortest makespan.
CONCLUSIONS

In this study, we have proposed a novel scheduling heuristic by considering QoS factor in scheduling and have proposed some modifications using existing Sufferage heuristic. We have compared our proposed scheme to other heuristics within a simulated Grid environment. Presented numerical simulation results confirm that proposed scheduling heuristic has a significant performance gain in terms of reduced makespan and outperforms all other heuristics considered here. We hope that this algorithm can lead to significant performance gain in variety of applications. In the present work we have considered only single-tier case for QoS (network bandwidth). However, in future, multi-tier QoS can be considered to maximize the performance of computational Grids.
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