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Abstract: Many of the proposed routing security solutions for the Mobile Ad hoc Networks (MANET) requires
cryptographic techniques or a secret association between the communicating entities. These security solutions
work well for the anticipated attacks but fails for unanticipated attacks. In this study, a Resiliency Oriented
Secure (ROS) routing protocol for MANET is proposed. Present proposed protocol is a secure extension of
AODV, in which each node suspects routing packet based on update time interval in its route table entry and
confirms it with local neighbors. The evaluation results show that present protocol has better performance than

Ad hoc On demand Distance Vector (AODV) routing protocol under attack in terms of delivery ratio, routing
overhead ratio, average end-to-end delay and average route acquisition latency.
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INTRODUCTION

An ad hoc network consists of low power wireless
nodes, capable of communicating with each other by
co-operating m the establishment of routes in forwarding
packets to the destination. This network does not require
any centralized infrastructure. The multi hop routes are
established instantaneously and exist as long as there 1s
a communication between the entities. As there 1s no
centralized mfrastructure, the network 1s easy to deploy
and provides unlimited mobility, whereas more vulnerable
to security threats. Many efficient routing protocols as
proposed by Perkins ef @l. (2003) and David and David
(1996) have better network performance whereas more
vulnerable to security threats mentioned in Ning and Sun
(2001). Several security solutions as proposed by
Deng etal (2002), Yang et al. (2004), Wang et al. (2003)
and Hu et al. (2003) requires a centralized server for key
distribution or a understanding  between
commuricating entities.

Several security schemes based on AODV and
Dynamic Source Routing (DSR) protocols have been
proposed. Zhou and Haas (1999) proposed a secure
routing protocol uses threshold cryptography and
depends on secret sharing servers to protect the routing
information. Papadimitratos and Haas (2003) proposed
SRP, which requires for every route discovery, source

secret

and destination must have security association between
them. Johmson and Perig (2002) and Rifa-Pous and
Herrera-Joancomarti (2007) proposed a secure routing

protocol in which hash chains are used to secure the hop
counts. But, finding a suitable key distribution technique
and authentication scheme is not a straight forward
approach. Hu et al. (2002) proposed ARTDANE requires
clock synchromzation, which is not feasible n realistic ad
hoc networks. Levine ef af. (2002) proposed ARAN, uses
a trusted certificate server to provide authentication.
Every node along the path should sign the route
discovery/route reply message. Yang et al. (2006)
described a self organized approach, in which each node
requires a token in order to participate in the network
operations. A node is said to be malicious if it does not
have any tokens. The neighbor verification mechanism is
based on tokens and employs the asymmetric
cryptographic primitives, RSA standard. The RSA
algorithm involves more computation overhead in
sigmng/decrypting and verifying/encrypting operations.
Moreover, control overhead will be high as each routing
message 15 verified with its next hop. Hence, this self
orgamzed approach is achieved at the cost of mcreased
overhead, due to asymmetric cryptography primitives.
Several trust based routing protocols proposed by
Theodorakopoulos and Baras (2006) and Pirzada et al.
(2006) has high routing overhead and the average end-to-
end delay of data packets increases.

Many secure routing protocols is found to have
better network performance in the presence of anticipated
attacks but fails to unanticipated attacks. Hence, our main
goal 1s to design a resiliency oriented secure routing
protocol to meet the following objectives:
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Minimal cryptographic techniques: Secure routing
protocol should employ minimum cryptographic
techmques. Because, the extensive wuse of
cryptographic  techniques may degrade the
performance of the network in terms of the overhead
ratio, Toute acquisition time, power consumption etc.
Present proposed protocol does
cryptographic techniques n route discovery process.
This is achieved by preventing any participating
nodes to modify the routing fields in RREQ packet.
Intrusion tolerant: As malicious attacks
unavoidable i MANET environment, the routing
protocol should be intrusion tolerant. The protocol
should be able to work well with acceptable
performance degradation.

Multi fence security: Security should be
incorporated in each and every parameter defined in
the routing protocol. These parameters should be
strictly monitored for each update in the routing table
to thwart the known and unknown security threats. In
our proposed protocol, a new parameter called
Update Time Interval (T ) is defined to determine a
malicious routing packets. Ty 18 the time interval
between successive updates i the route table for the
same destination.

Collaborative security approach: Protocol should
enable the participating nodes to make a decision
whether to accept or discard a suspected routing
message based on its own available data as well as
from neighbor data. Moreover, a collection of data
from its neighbors should be considered to influence
its own data.

not use

are

In this research, the ROS routing protocol which 1s
able to perform well with acceptable performance
degradation even m the presence of malicious attacks 1is
proposed. Present proposed protocol does not require
any cryptographic techniques for route discovery. The
protocol detects a malicious packet based on update time
mterval in its route table entry. It checks the suspected
packet with its previous hop or local neighbors instead
of all the received routing packets, thereby minimizing
the routing overhead ratio to enhance the performance
of the network.

AODV routing protocol: When a source node desires to
send a message to some destination node and does not
already have a valid route to that destination, it imitiates
a path discovery process to locate the other node. Tt
broadcasts a route rtequest (RREQ) packet to its
neighbors, which then forward the request to their
neighbors and so on, until either the destmation or an
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intermediate node with a fresh enough rtoute to the
destination is located Each node maintains its own
sequence number, as well as a broadcast ID. The
broadcast ID 1s incremented for every RREQ the node
initiates and together with the node’s TP address,
uniquely identifies a ~ RREQ. Along with its own
sequence number and the broadcast ID, the source node
includes in the RREQ the most recent sequence number it
has for the destination. Intermediate nodes can reply to
the RREQ only if they have a route to the destination
whose corresponding destination sequence number 1s
greater than or equal to that contained in the RREQ.
During the process of forwarding the RREQ, intermediate
nodes record in their route tables the address of the
neighbor from which the first copy of the broadcast
packet 1s received to establish a reverse path. If additional
copies of the same RREQ are later received, these packets
are discarded. Once the RREQ reaches the destination or
an intermediate node with a fresh enough route, the
destination or intermediate node responds by unicasting
a route reply (RREP) packet back to the neighbor from
which it first received the RREQ. As the RREP is routed
back along the reverse path, nodes along this path set up
forward route entries in their route tables which pomt to
the node from which the RREP came. The forward route
entries indicate the active forward route. Associated with
each route entry is a route timer which will cause the
deletion of the entry if 1t 1s not used within the specified
lifetime. If a source node moves, it is able to reinitiate the
route discovery process to find a new route to the
destination. If a node along the route moves, its upstream
neighbor notices the move and propagates a link failure
notification message (an RREP with infinite metric) to each
of its active upstream neighbors to inform them of the
erasure of that part of the route. These nodes n tum
propagate the link failure notification to their upstream
neighbors and so on until the source node is reached. The
source node may then choose to reinitiate route discovery
for that destination if a route 1s still desired.

Resiliency Oriented Secure (ROS) Routing Protocol
Assumptions: Present protocol is based on the following
assumptions.

Any two nodes within the wireless communication
range can interact with each other over the shared
wireless channel. Each wireless interface may operate
in the promiscuous mode, 1.¢., if node A 1s within the
commumnication range of node B, then node A can
overhear all the communications going on at node B.
All the overheard packets are stored in the route
cache.
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ROS routing protocol: Path discovery process is initiated
whenever source node needs to communicate with
another node for which it has no routing information in its
table. Sowce node initiates path discovery by
broadcasting a route request (RREQ) packet to its
neighbors. The RREQ contains the following fields
source address, source sequence number, broadcast 1d,
destination address, destnation sequence number,
upstream neighbor address. Whenever a node issues or
receives a RREQ packet, it will update its route table along
with T, for the entry. On receiving the RREQ packet,
neighbors will process it as mentioned below:

Tf an identical RREQ packet is processed earlier, it will
drop the received RREQ packet.

If the received RREQ packet 1s new and produces an
update in the route table less than Ty sec, then it will
initiate a misbehavior detection mechanism.

If the received packet is new and produces an update
1in the route table above T sec, 1t will update the
route table and rebroadcasts the same RREQ packet
by replacing the upstream neighbor address by its
node address.

If a route 1s found in the route table, then the
intermediate node unicasts a RREP packet to the source.
As the RREP travels back to the source, each node along
the path sets up a forward pomter to the node from which
the RREP came, updates its timeout information for route
entries to the source and destination and records the
latest destination sequence number for the requested
destination. Moreover, all the overheard RREP packets are
stored in the route cache. Any modification done on the
unicasted RREP packet can be detected. Tt propagates the
first RREP for a given sowrce node towards that source. If
1t receives further RREP’s, 1t updates and propagates the
RREFP packets, only if the RREP contains a greater
destination sequence number. When link failure occurs,
then a special RREP packet 15 unicasted to its upstream
neighbors.

Misbehavior detection

Detection of routing update misbehavior on broadcasted
routing packet: Consider the network topology shown in
the Fig. 1. Source S broadcast a RREQ message (S1) to its
neighbors A and M. They will rebroadcast the packet
without doing any modification in source and destination
sequence number 1f no route 1s found 1 its route table to
the destination. As source S is in the transmission range
of A and M, any modifications in the routing message by
A and M can be 1dentified by S and it will discard any
routing packets from node M. Consider M as a malicious
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Fig. 1: Node S broadcasts a routing message (31) to
neighbors A and M. Malicious node M modifies
the contents of the routing message (S1) and
rebroadcasts (M1) to its neighbors S, A and B

Fig. 2: Node A unicasts a check request packet (A2) to
node 8. Node S umcasts a positive/negative check
acknowledgment (32) to nodeA

node that modifies (increases the source sequence
number) mn the RREQ packet S1 and rebroadcasts the
routing message M1 to its neighbors (S, A and B).
Assume that due to chanmel characteristics, S 1s
unable to overhear the transmission of M. In this
scenario, node A being a neighbor of both 5 and M 1s
able to receive two different RREQ packets 51 and M1
broadcasted by S and M, respectively. The RREQ packet
broadcasted by node M will produce an update in the
route table of node A in less than T,y sec. Then, A will
unicast a check request packet (A2) to S as shownin
Fig. 2. Node S may respond it by wmcasting (S2) a
positive check acknowledgment if it has broadcasted the
packet or a negative check acknowledgment if it has not
broadcasted the packet as shown in Fig. 2. On receiving
the positive check acknowledgment packet, A will update
its rtouting table. Tf A receives a negative check
acknowledgment packet or no packet within a time
interval, node A will discard the packet broadcasted by M
and keeps it in the malicious list. Any further routing
packets from it will not be considered for a short time
interval. The flow chart describing the misbehavior
detection mechamsm on broadcasted routing packet in
ROS protocol 18 shown m Fig. 3.
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Fig. 3: Flowchart describing the misbehavior detection on broadcasted routing packet

Detection of routing update misbehavior on unicasted
routing packet: Consider the node D umcast a RREP
packet (D1) to its next hop B as shown in Fig. 4. Node C,
being a neighbor of D and B, can overhear their
transmission and stores it in its route cache.

On receiving the routing message from node D,
node B updates its routing table and transmits the
routing message (Bl) without deing any modification in
routing fields Fig. 4. Ths
transmission can be verified or checked by overhearing
the transmissions of B by D. If D is unable to overhear
the transmission of B, 1t will broadcast a check request
packet (D2) to its neighbors as shown m the Fig. 5. As
node C has overheard the transmission of B, 1t will check
its rtoute cache and umcasts a positive check
acknowledgment (C2) to D if node B has unicasted the
RREP packet correctly as shown in the Fig. 5. If node D
has not received any reply from its neighbors for a
short time interval, it will choose an alternate path to the
source. The flow chart describing the misbehavior

as shown m the

detection mechamism on unicasted routing packet 1s
shown mFig. 6.

Update time interval: Consider the network topology
shown in the Fig. 7. Let T, and T, be the average

prog
propagation and processing time for a control packet.
Assume that, the node A broadcasts the RREQ packet
Al attime t, sec. Then, node B receives the packet after t,
T
sequence

prog

sec, update its route table with the recent source
the packet.
Simultaneously, the node C being malicious ncreases the

mumber and rebroadcasts
source sequence number and rebroadcasts the packet C1.
Node B receives the packet C1 after t, + 2T, + T, sec
and falsely updates its route table as the packet contains
higher sequence number so that the path from D to S will
be D-B-C-A-S mstead of D-B-A-5. We have defined the
update time interval (Typ) as the time interval between the
successive updates for the same entry in the route table.
Then, the mimimum T\, 1s given by T, + T, secs. The
upper bound for Ty will be the route reply wait time
{Trrep war) Then, the update time interval is bounded as

follows:

Tprog + Tpro s< TUTI - TRREPfWait
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Fig. 4: Node D unicasts a routing message (D1) to node
B. Node B unicasts (Bl ) the packet to node M. But
node D can’t overhear the transmission

O, OF
o oFY

Fig. 5: Node D broadcasts check request packet (D2) to
its neighbors (B and C). Node C umcasts positive
check acknowledgment (C2) to node D

O

Unicast a RREP packet to its
upstrearm neighbour

Turn on its receiver to promiscuons mode to
overhear the transmisgion of the upstream neighbour

Is the upstream
neighbour does not
retransmit the RREP
packet within the short
time interval?

Broadeast the check
request packet Update the routing
table and turn OFF
the promiscuous
moede of operation

Select an alternate path
1o the sounce

Fig. 6: Flowchart describing the misbehavior detection on
umcasted routing packet
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Fig. 7: The update time interval

In our proposed protocol, the maximum bound for Ty is
chosen, so that no node need not update its route table
for the same entry in less than T, sec, if there is no
malicious neighbor. Whenever a node receives a routing
packet that produces update in the route table in less than
Tp secs, then the misbehavior detection mechanism will
be initiated.

Performance evaluation: The proposed ROS protocol 1s
tested using the public domain simulator, GloMoSim. The
algorithm is evaluated in terms of packet delivery ratio,
routing overhead ratio, route acquisition time and end-to-
end delay for the data packets and the results are
presented.

The simulation for evaluating the proposed ROS
was implemented within the GloMoSim Library. The
GloMoSim (GL.Obal Mobile information system SIhulator)
provides a scalable sunulation environment for wireless
network systems. It is designed using the parallel
discrete-event simulation capability provided by PARSEC
(PARallel Simulation Environment for Complex Systems)
Meyer et al. (1998). Tt is a C-based simulation language
developed by the Parallel Computing Laboratory at
UCLA, for sequential and parallel execution of discrete
event simulation model.

Simulation environment and methodology: In the
simulation, a network of mobile nodes placed randomly
with in a 1000=1000 m area is modeled. Radio propagation
range for each node was 250 m (Gomathy and
Shanmugavel, 2005) and a channel capacity of 2 Mbps is
chosen. There were no network partitions through out the
simulation. Table 1 indicates the simulation environment
for analyzing the performance of the proposed ROS
protocol. Table 2 show the simulation parameters, which
are used as default values unless otherwise specified.
The size of the data payload is 512 bytes. Data sessions
with randomly selected sources and destinations were
simulated. Each source transmits data packets at rate
of 2 packets sec™. The node 9 was chosen as malicious
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Table 1: Simulation environment

Processor 2.93 Ghz. PTV
Harddisk 80 GB
RAM 256 MB SDRAM

Operating svstem Windows 2000

Table 2: Simulation parameters

Simulator GloMoSim
Simulation area 1000* 1000 m
No. of mobile hosts 30

Transmission range 250 m

Movement model Random waypoint
Maximnm speed 5-20 m sec™!
Traffic type CBR (UDP)

Data payload 512 bytes

Packet rate 2 packet sec™
No. of malicious nodes 1

node that modifies the broadeast 1d and source sequence
number in the incoming RREQ packet and drops the RREP
and data packets.

Performance metrics: The following metrics were chosen
to evaluate the impact of the sequence number attack:

*  Packet delivery ratio: The fraction of application
level data packets sent that are actually received at
the destination.

+ Routing overhead ratio: The fraction of routing
packets transmitted for every dada packet sent. Each
hop of the routing packet 1s treated as a packet.

¢+ Average route acquisition latency: This is the
average delay between the sending of a RREQ packet
by a source for discovermg a route to destination
and the receipt of the first cormresponding RREP
packet. If a route request is timed out and needed to
be retransmitted, the sending time of the first
transmission was used to calculate the latency.

*  Average end-to-end delay of data packets: This 1s the
average delay between the sending of the data
packet by the CBR source and its receipt at the
corresponding CBR receiver. This mcludes the route
discovery time, the queuing delay at node, the
retransmission delay at the MAC layer and the
propagation and transfer time in wireless channel

Performance comparison: The performance of the
proposed ROS protocol is compared with AODV with and
without malicious attack under various number of
comnections and mobility. Figure 8 shows the delivery
ratio versus the number of comnections in the network
under three scenarios: (I) AODV without a malicious
attack (i1) AODV with an attack and (iii) ROS protocol with
an attack. The malicious attack performed agaimnst the
AODV protocol has a very big impact on delivery ratio,
decreasing it to lower than the half compared to the
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Fig. 8: Delivery ratio vs number of connections
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Fig. 9: Routing overhead ratio versus number of active
connections

normal AODV. This s because the malicious node
attracts the data traffic to itself by falsely modifying the
source sequence number n the RREQ packets. It can be
seen that the delivery ratio increases with the number of
comnections mn the network and it reaches its maximum
when the number of connections is 20. When the number
of comnections increased beyond 20, the delivery ratio
starts decreasing. [t is obvious that when the number of
connections 1increases, the control packets originating
from the malicious host also increases causing additional
processing delay in the proposed ROS protocel and
hence the delivery ratio decreases.

Figure 9 shows the routing overhead ratio versus
number of connections. Tt was found that the additional
routing overhead introduced by the attacking node
reaches 78% when the network size 15 small and decreases
as the number of connections increases. This behavior 1s
normal since when there are only five active connections
in the network, the fresh route to the destination nodes
are limited and therefore, it 1s essential that more number
of nodes has to participate in the route discovery process.
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The simulation results show that the routing overhead
mtroduced by a malicious node reaches 50.3% whle
AODV has 38.7% average of routing overhead. Figure 10
shows the average end-to-end delay for the data packets
1s almost similar to that of AODV (Fig. 10). Thus 1s because
the processing of data packets 1s identical in either
protocol and so the average latency remains the same.
Figure 11 shows the average route acquisition Latency for
ROS protocol 1s almost double that for AODV. Whle
processing ROS routing protocol packet, the nodes has to
send a check request packet to the last hop and waits for
a random time to receive the acknowledgment. This
mtermediate check and verification causes additional
delays at each hop and so the route acquisition latency
increases.

CONCLUSIONS

Present proposed ROS routing protocol does not
require any cryptographic schemes and hence eliminates
the requirement of a centralized agent for key distribution.
Evaluation results show that the performance of the
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protocol is better than the Ad hoc On Demand Distance
Vector routing protocol (AODV) under malicious attack.
In our proposed protocol, the malicious nodes are
suspected/identified based on a single time parameter.
Now, we plan to extend this work to design a
comprehensive resiliency oriented secure routing protocol
by mcluding more parameters for misbehavior detection
on control packets.
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