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Abstract: A novel technique of intelligent segmentation and classification of exudates for diabetic retinopathy by applying energy minimization method using a recurrent neural network that is an Echo State Neural Network (ESNN) which, yields highly satisfactory results when compared with that of an existing contextual clustering segmentation (CC) is explored in this study. The modular neural network is trained using a set of 30 images consisting of 5 normal images and 25 abnormal images. The trained system has been tested with 5 normal and 20 abnormal images and is found to acquire satisfactory results with 90% (18/20) sensitivity.
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INTRODUCTION

The human eye is the organ which provides sense of sight. With the help of eyes one can see and interpret the shapes, colors and dimensions of objects in the world by processing the light they reflect or emit. The eye is able to see in the presence of bright or in dim light, but can not see objects in the absence of light. The clarity of one’s vision is characterized as visual acuity which determines how well a person can see. The reduction in its value can lead to several eye disorders. Not all eye problems are minor and some of them even lead to permanent loss of vision like Diabetic retinopathy.

Diabetic retinopathy is a chronic progressive sight-threatening disease of the retinal microvasculature related with the prolonged hyperglycaemia and other conditions linked to diabetes mellitus such as hypertension. Diabetic retinopathy is classified according to the presence or absence of abnormal new vessels as: non-proliferative (background/pre-proliferative) retinopathy, proliferative retinopathy.

Kanski (1994) has explained that the retina is a layer of tissue in the back of the eye that senses light and sends images to the brain. In the center of the nerve tissue is the macula. It provides the sharp, central vision needed for reading, driving and seeing. Retinal disorders affect this vital tissue. They can affect the vision and some can be serious enough to cause blindness and one such disease is known as Diabetic Retinopathy.

Lot of research work has been done focusing on automatic segmentation and classification of the affected eye based on the type of exudates. Nguyenl et al. (1996) have presented a robust system for grading diabetic retinopathy using a complex neural network structure which would take into account multiple windows and shows lesions in multiple photographic fields with noisy images. The results are compared with various retinopathy severity scales to classify the diseases. Hsu et al. (2006) exercised the role of domain knowledge to mine the retinal hard exudates. The normalization is accomplished by median filtering procedure. The dynamic clustering technique has been used to perceive the lesion and then domain knowledge to recognize the true hard exudates. Osareh et al. (2002) has used histogram equalization, contrast enhancement technique for normalization and fuzzy c-means for segmentation. The classifications of lesions are performed using various neural network classifiers like Linear Delta Rule (LDR), K-Nearest Neighbours (KNN). Walter et al. (2002) extracted the exudates using their high grey level variation and their contours are determined by means of morphological reconstruction techniques. The detection of the optic disc has been achieved by means of morphological filtering techniques and the watershed transformation. After normalizing and performing contrast enhancement, a coarse and fine segmentation using fuzzy c-means technique have been employed followed by three layer perception neural network for classification by Osareh et al. (2003), they also have experimented with a number of color spaces. Exudates are extracted by the combined region growing and edge detection, disk boundary detection and fovea localization, respectively. Chutataporn and Li (2003) has attempted two step improved fuzzy c-means in Luv color space to segment candidate
bright lesion area after the preprocessing stage. A hierarchical support vector machine classification structure is applied to classify bright non-lesion areas by Zhang (2005). Camaleno and Giaquinto (2006) have investigated with a neurofuzzy technique for contrast enhancement. The fuzzy rules are implemented using a sparsely-connected (4 × 4) cell Hopfield-type neural network. Enhanced contrast images properly segmented to isolate suspected areas in binary by making use of thresholding technique and neural network. Kahai et al. (2006) has done the classification based on Bayesian framework, namely, the likelihood ratio test, maximum a posteriori detector and Bayes detector. A machine learning program that can differentiate between drusen and soft exudates were developed by Niemeijer et al. (2007). Walter et al. (2002) has used grey level variation to detect exudates. Akara et al. (2002) has initially segmented the image using fuzzy c-means and later using morphological reconstruction by considering four features, namely intensity, standard deviation on intensity, hue and adapted edge. Xiaohtui and Chutatapa (2004) has employed local contrast enhancement, two-step improved fuzzy C-means in Luv color space to segment candidate bright-lesion areas and finally, a hierarchical Support Vector Machine (SVM) has been used to classify bright non-lesion areas, exudates and cotton wool spots.

**Problem definition**: The main objective of this research is to segment different types of exudates and classify them for suitable diagnosis, using an echo state neural network (ESNN). The segmentation of exudates by ESNN is compared with the segmentation performance of conventional contextual clustering. Representative features of the image are collected using contextual clustering. The proposed ESNN method learns the features of 35 representative images to produce a set of final weights. These final weights are used to segment a test image and classify the exudates using ESNN.

**Schematic flow diagram**: The sequence of steps required for the paramount segmentation and classification of hard and soft exudates by implementing an ESNN has been given in Fig. 1. The histogram distribution of the fundus images has to be uniform for the achievement of attractive segmentation process. Hence an image is taken as reference image and the intensity histogram of other images is made more or less equal to the reference image by finding the minimum and maximum intensity values.

Image contrast is done for all the images to enhance the image. Features of the images are then obtained from the moving window and used as an input for the ESNN along with initial random weights and labeled as target values.

![Fig. 1: Schematic diagram of the intelligent segmentation](image)

After training the ESNN, a set of final weights are obtained and stored in a file. During the process of testing, a test image is normalized to the reference image which is followed by histogram equalization and contrast enhancement. ESNN performs segmentation by using the final weight values arrived during training phase and finally classification of exudates is performed.

**IMAGE SEGMENTATION**

Image segmentation is a subjective and context-dependent cognitive process. It implicitly includes not only the detection and localization but also the delineation of the activated region. In medical imaging field, the precise and computerized delineation of anatomic structures from image data sequences is still an open problem. Countless methods have been developed, but as a rule, user interaction cannot be negated or the method is said to be robust only for unique kinds of images.

**Contextual Clustering (CC)**: Contextual Clustering is a technique to perform segmentation into two classes, a background class \( \omega_b \) and an alternative class \( \omega_i \) by hypothesis testing simultaneously utilizing neighborhood information. The true distribution of the class \( \omega_b \) is known to be the standard normal \( N(0,1) \). The distribution of class \( \omega_i \) values is unknown. The classification can be one-sided hypothesis test, accepting null hypothesis that the pixel belongs to \( \omega_b \) whenever the pixel intensity \( z_i \) is smaller than a predefined threshold \( T_\alpha \) and otherwise rejecting the null hypothesis and thus classifying pixel to class \( \omega_i \). In order to utilize neighborhood information, an artificial distribution for class \( \omega_b \) is introduced. The steps involved in contextual clustering are given as follows (Salli et al., 2001).

**Step 1**: Define a decision parameter \( T_\alpha \) (positive) and the weight of neighborhood information \( \beta \) (positive). Let \( N_i \) to be the total number of pixels in the neighbourhood. Let \( z_i \) be the intensity value of pixel \( i \).
Step 2: Classify pixels with $z > T_e$ to $\omega$, and other pixels to $\omega_0$. Store the classification to variables $C_y$ and $C_c$.

Step 3: For each pixel $i$, count the number of pixels, $u_i$, belonging to class $\omega_i$ in the neighborhood of pixel $i$. Assume that the pixels outside the image belong to $\omega_0$.

Step 4: Classify pixels with $z_i + \frac{\delta}{T_e} (u_i - N_i/2) > T_e$ to $\omega$, and other pixels to $\omega_0$. Store classification variable to $C_y$.

Step 5: If $C_y = C_1$ and $C_c = C_0$ stop else store $C_1$ in $C_y$ and $C_0$ in $C_c$ and go to step 3.

**Echo State Neural Network (ESNN):** An Artificial Neural Network (ANN) is an abstract simulation of a real nervous system that contains a collection of neuron units, communicating with each other via axon connections. Such a model bears a strong resemblance to axons and dendrites in a nervous system. Due to this self-organizing and adaptive nature, the model offers potentially a new parallel processing paradigm. This model could be more robust and user-friendly than the traditional approaches. ANN can be viewed as computing elements, simulating the structure and function of the biological neural network. These networks are expected to solve the problems, in a manner which is different from conventional mapping. Neural networks are used to mimic the operational details of the human brain in a computer. Neural networks are made of artificial 'neurons', which are actually simplified versions of the natural neurons that occur in the human brain. A neural architecture comprises massively parallel adaptive elements with interconnection networks, which are structured hierarchically.

Artificial neural networks are computing elements which are based on the structure and function of the biological neurons (Lippmann, 1987). These networks have nodes or neurons which are described by difference or differential equations. The nodes are interconnected layer-wise or infra-connected among themselves. Each node in the successive layer receives the inner product of synaptic weights with the outputs of the nodes in the previous layer (Rumelhart et al., 1986). The inner product is called the activation value.

Dynamic computational models require the ability to store and access the time history of their inputs and outputs. The most common dynamic neural architecture is the time-delay neural network that couples delay lines with a nonlinear static architecture where all the parameters (weights) are adapted with the backpropagation algorithm. Recurrent Neural Networks (RNNs) implement a different type of embedding that is largely unexplored. One of the main practical problems with RNNs is the difficulty to adapt the system weights. Backpropagation through time and real-time recurrent learning, have been proposed to train RNNs. These algorithms suffer from computational complexity, resulting in slow training, complex performance surfaces, the possibility of instability and the decay of gradients through the topology and time. The problem of decaying gradients has been addressed with special processing elements (PEs).

ESNs (Jaeger, 2001) possesses a highly interconnected and recurrent topology of nonlinear PEs that constitutes a reservoir of rich dynamics and contains information about the history of input and output patterns. The topology of the network is shown in Fig. 2. The outputs of this internal PEs (echo states) are fed to a memory less but adaptive readout network (generally linear) that produces the network output. The interesting property of ESNN is that only the memory less readout is trained, whereas the recurrent topology has fixed connection weights. This reduces the complexity of RNN training to simple linear regression while preserving a recurrent topology, but obviously places important constraints in the overall architecture that have not yet been fully studied.

The echo state condition is defined in terms of the spectral radius (the largest among the absolute values of the eigenvalues of a matrix, denoted by $\|\|$ of the reservoir's weight matrix $\| W \| < 1$). This condition states that the dynamics of the ESNN is uniquely controlled by the input and the effect of the initial states vanishes. The current design of ESNN parameters relies on the selection of spectral radius. There are many possible weight matrices with the same spectral radius.

ESNN is composed of two parts (Jaeger, 2002a): a fixed weight $\| W \| < 1$ recurrent network and a linear readout. The recurrent network is a reservoir of highly interconnected dynamical components, states of which
are called echo states. The memory less linear readout is trained to produce the output (Jaeger, 2002b). The recurrent discrete-time neural network is given in with M input units, N internal PEs and L output units.

The value of the input unit at time n is:
\[ u(n) = [u_1(n), u_2(n),..., u_M(n)]^T, \]  
(1)

The internal units are
\[ x(n) = [x_1(n), x_2(n),..., x_N(n)]^T \text{ and} \]  
(2)

Output units are
\[ y(n) = [y_1(n), y_2(n),..., y_L(n)]^T.\]  
(3)

The connection weights are given

- In an N×M weight matrix \( W^{w_{in}} = W^{w_{in}} \) for connections between the input and the internal PEs
- In an N×N matrix \( W^{w} = W^{w} \) for connections between the internal PEs
- In an L×N matrix \( W^{w_{out}} = W^{w_{out}} \) for connections from PEs to the output units and
- In an N×L matrix \( W^{w_{out}} = W^{w_{out}} \) for the connections that project back from the output to the internal PEs

Where:
\[ M = \text{No. of neurons in the input layer} \]
\[ N = \text{No. of neurons in the hidden layer} \]
\[ L = \text{No. of neurons in the output layer} \]

The activation of the internal PEs (echo state) is updated by using the relation
\[ x(n+1) = f(W^{w_{in}}u(n+1) + Wx(n) + W^{w_{out}}y(n)), \]  
(4)

Where:
\[ f = (f_1, f_2, ..., f_N) \text{ are the internal PEs' activation functions.} \]

All \( f_i \)'s are hyperbolic tangent functions
\[ \frac{e^x - e^{-x}}{e^x + e^{-x}}. \]

The output from the readout network is computed as follows:
\[ y(n+1) = f^{out}(W^{w_{out}}x(n+1)), \]  
(5)

Where:
\[ f^{out} = (f_1^{out}, f_2^{out},..., f_L^{out}) \text{ are the output unit's of nonlinear functions} \]

The ESNN topology specified in this study is \( \{2^{<\text{No. of reservoirs} >} \times 1\} \), where two nodes are in the input layer, one in the output layer and any number of reservoirs in the hidden layer. The connections between input-hidden layers, hidden-output layer are initialized with random numbers. The training of the ESNN is done with choosing initial random weights in a range of 0.25 to 0.55. The random weights are chosen within a small range for easier quicker settlement of final weights and also to prevent the network from further oscillation.

Implementation of segmentation using ESNN: To obtain the trained weights by training the ESNN

**Step 1:** Find the statistical features of the image (i.e.,) the features are properties of moving window.

**Step 2:** Fix the target values.

**Step 3:** Set the no. of inputs, no. of reservoirs, and no. of outputs.

**Step 4:** Initialize connection matrices using random weights for:
- No. of reservoirs versus no. of inputs,
- No. of outputs versus no. of reservoirs,
- No. of reservoirs versus no. of reservoirs.

**Step 5:** Determine values of matrices less than a threshold for updating the weights.

**Step 6:** Normalize the reservoir matrix by finding its eigen value.

**Step 7:** The initial state matrix is updated with \( \tanh() \) function. The inputs for the \( \tanh() \) function are:

\( \{ \text{input pattern X weights between input and hidden layer } + \text{ desired output X weights between output and hidden layer } + \text{ normalized reservoir matrix} \} \)

**Step 8:** Store the weight matrices.

Implementation of ESNN for segmentation of retinopathy image using the trained weights of ESNN

**Step 1:** The trained weights are given as inputs.

**Step 2:** Apply the statistical features of retinopathy image obtained from the moving window.
Step 3: Process the inputs with the trained weights.

Step 4: Employ transfer function to get the output of the ESNN.

Step 5: Set threshold and segment the image.

**Overall algorithms for training and testing:**

- Obtain the statistical feature of the image from the moving window.
- Train the ESNN with the inputs and target outputs. Trained weights are obtained once all the patterns are presented to the ESNN.
- Test the ESNN with a new image and segment the image.
- Remove the optic disc from the segmented image.
- Classify the exudates with ESNN. The input features obtained using the software matlab.

**EXPERIMENTAL RESULTS**

The automated exudate identification system has been developed using color retinal images obtained from one of the popular eye clinics in Chennai (India). According to the National Screening Committee standards, all the images are obtained using a Canon CR6-45 Non-Mydriatic (CR6-45NM) retinal camera. A modified digital back unit (Sony PowerHAD 3 CCD color video camera and Canon CR-TA) is connected to the fundus camera to convert the fundus image into a digital image. The digital images are processed with an image grabber and saved on the hard drive of a Windows 2000 based Pentium -IV.

The sample images of normal and abnormal type are shown in Fig. 3.

Representative exudates are isolated from the original retinopathy images to create exudates templates which are shown in Fig. 4 and 5. It can be noted that there is a variation in image content between hard and soft exudates with respect to segmentation process. Statistical features for the hard and soft templates and their values have been determined using Matlab are given below.

- **Convex area**: The number of pixels in 'ConvexImage'. This property is supported only for 2-D input label matrices.
- **Solidity**: The proportion of the pixels in the convex hull that are also in the region. Computed as Area/ConvexArea. This property is supported only for 2-D input label matrices.

![Sample images considered for implementing ESNN](image)

Fig. 3: Sample images considered for implementing ESNN. (a) Normal images, (b) Images with hard exudates and (c) Images with soft exudates
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Fig. 4: Segmented pictures of hard exudates. (a) Sample hard exudates and (b) Segmented hard exudates by ESNN

Fig. 5: Segmented pictures of soft exudates. (a) Sample soft exudates and (b) Segmented soft exudates by ESNN

**Orientation**: The angle (in degrees) between the x-axis and the major axis of the ellipse that has the same second-moments as the region. This property is supported only for 2-D input label matrices.

**Filled area**: The number of on pixels in FilledImage.

**Segmentation outputs of hard and soft outputs for hard and soft exudates**

*Hard exudate intermediate outputs using contextual clustering and ESNN*: In Fig. 6 different stages of outputs of CC and ESNN are given. The entire image processing included here involves normalizing, histogram equalization, segmentation.

Figure 6 shows sequence of outputs for the image with hard exudates. The hard exudates are found in the centre of the retinopathy image. The first row indicates the outputs of CC and the second row shows the outputs of ESNN. In column 1, the original image is shown. Column 2 shows the segmented image. During training of ESNN, 30 reservoirs for hard exudates and 10 reservoirs for soft exudates have been used. The segmented image of CC shows more noise. The optic disc from the image is removed by using a circular mask. Since the noise is present in CC segmented image, it is not carried out further (column 4). In the case of ESNN, further processing is done by searching the exudates available using moving window (column 4). The features such as
ConvexArea, Solidity, Orientation, FilledArea are calculated for the moving window during the classification process and are given as into the ESNN which classifies it as exudate or not.

In Table 1, set of sample features obtained during the movement of window are given. During this process, intensity values in the moving window are added and given in the first column. This gives the weight of moving window. The values are normalized by 1000. One can choose mean or total intensity or Minimum and Maximum value of the window. However the mean will not show the range of values inside the window. The contextual values calculated using step 4 of section 5 is given in second column of Table 1. The third column contains a target value of 0.1 if the contextual value is less than the specified threshold (Hard = 165 and Soft = 120) and 0.9 if the contextual value is greater than the threshold given. These features will be further used to train ESNN to obtain set of trained weights as given in Table 2.

The ESNN is trained with 2×30×1 topology. The network is initialized with random weights. During the process of training, the weights are updated using the pseudo inverse of different states. The network is stopped once all the patterns are presented for training (column 1 and column 3 of each row from Table 1). Based on the size of moving window (bs) for a given size of R × C images, the no of patterns generated will be total number of overlapping square window:

$$\text{No of patterns} = \frac{R-(bs-1)}{bs} \times \frac{C-(bs-1)}{bs}$$  \hspace{1cm} (6)

### Table 1: Sample set of features

<table>
<thead>
<tr>
<th>Features taken from moving window</th>
<th>CC output</th>
<th>Target output for ESNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 401</td>
<td>166 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 466</td>
<td>166 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 493</td>
<td>167 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 493</td>
<td>166 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 503</td>
<td>168 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 520</td>
<td>172 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 510</td>
<td>179 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 500</td>
<td>171 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>1 478</td>
<td>170 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 918</td>
<td>102 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 920</td>
<td>102 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 923</td>
<td>103 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 927</td>
<td>103 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 930</td>
<td>103 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 923</td>
<td>104 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 933</td>
<td>104 0197</td>
<td>0.1</td>
</tr>
<tr>
<td>0 916</td>
<td>102 0197</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Where:
- **R** = Size of square window
- **bs** = No. of rows in an image
- **C** = No. of columns in the image

As the neural network is used to learn the pattern, only representative patterns are chosen using the Eq. 7. Selection of patterns for training the neural network is important as they should be representative of all the patterns collected. Statistical techniques have been used to select the patterns out of given number of patterns collected during the experiment. Patterns are selected with maximum variance $\text{VE}_i$ selected. The maximum $\text{VE}_i$ of a pattern is found from the equation:
Fig. 7: Outputs of soft exudates using CC and ESNN

Table 2: Trained weights obtained from training ESNN for 30 nodes in the hidden layer

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.702514648375</td>
<td>-3.21881103515625</td>
</tr>
<tr>
<td>-18.0934482421875</td>
<td>3.01647949218750</td>
</tr>
<tr>
<td>10.98861694335938</td>
<td>-11.17047119140625</td>
</tr>
<tr>
<td>0.00000000000281</td>
<td>-0.00000000000125</td>
</tr>
<tr>
<td>-0.00000000000125</td>
<td>2.3969958443359</td>
</tr>
<tr>
<td>-1.44458007812500</td>
<td>-5.02398681640625</td>
</tr>
<tr>
<td>0.00000000000146</td>
<td>0.00000000000087</td>
</tr>
<tr>
<td>-0.00000000000236</td>
<td>0.000000000000087</td>
</tr>
<tr>
<td>-2.67437744140625</td>
<td>4.01647949218750</td>
</tr>
<tr>
<td>8.37341308593750</td>
<td>8.98861694335938</td>
</tr>
<tr>
<td>4.60418701171875</td>
<td>-1.2358007812500</td>
</tr>
<tr>
<td>-0.000000000125</td>
<td>-23.17047119140625</td>
</tr>
<tr>
<td>2.3969958443359</td>
<td></td>
</tr>
</tbody>
</table>

\[
V_E^2 = \frac{\sum (p_i - p_j)^2}{\sigma_i^2}; \quad \sigma_i^2 = \frac{1}{LL} \sum_{x_i} (x_i - \bar{y})^2
\]  

(7)

Where:
- \(x\) = The feature value
- \(p\) = The pattern
- \(n_f\) = No. of features and
- \(LL\) = No. of patterns and \(p_i\) is the pattern number

One hundred patterns are presented similar to values shown in Table 1 for training ESNN. A set of trained weights are given in Table 2 for hard exudates.

**Soft exudate intermediate outputs using contextual clustering and ESNN:** Figure 7 demonstrate the series of outputs for the image with soft exudates. The first row indicates the outputs of CC and the second row shows the outputs of ESNN. The first column shows the original image, second column depicts the outputs of segmented image. The segmented image of CC shows more noise. Disc from the image is removed by using a circular mask. Since the noise is present in CC, segmented image it is not carried out further for exudates classification. In the case of ESNN, further processing is done by searching the exudates available using moving window. The imfeatures are calculated for the moving window and these are given as inputs for the trained ESNN which classifies segmented objects as exudates or not.

Figure 8 gives the performance of ESNN training. The desired target and the estimated target values are given. In practice the estimated should follow the profile of desired target. However the separation line indicates the threshold to be set during segmentation of the image. The performance of the graph is based on the number of reservoirs. The horizontal separation line indicates the approximate threshold (0.49) used for segmenting the image. If the output of ESNN is less than 0.49, a value of 0 is put in the image matrix otherwise 255. This appears to be a segmented image.
Fig. 9: Threshold setting for soft exudate

The Fig. 9 shows the performance of ESNN training and threshold settings. The approximate threshold value chosen for segmentation is 0.38. The desired target and the estimated values are given. There is a clear demarcation between two classes. The performance of the graph is based on the number of reservoirs and 10 reservoirs are used in this study for soft exudates segmentation.

CONCLUSION

The main focus of this study is on segmenting the diabetic retinopathy image to extract and classify hard and soft exudates using echo state neural network. The performance classification of exudates has been carried out with template matching and CC is not up to the satisfactory level only in the case of very poor images. The proposed ESNN segmentation segments and classifies the exudates even better in adverse image conditions. The ESNN segments much better than the CC and hence spurious noise is automatically removed to the maximum extent. Classifications of the exudates have been done by ESNN algorithm.

REFERENCES


Hsu, W., P.M.D.S. Pallawala, M. Li Lee and K. Guan, Au Eong, 2006. The Role of Domain Knowledge to Mine The Retinal Hard Exudates. IEEE.


