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Abstract: In our earlier studies, we have designed a general-purpose multimedia query language called UMQL, which allows users to query multimedia data based on their content information and then for its internal query representation, we have also designed an operator-based internal query algebra called UMQA, which has equivalent ability with UMQL on multimedia query specification, but focuses on internal query processing implementation. In this study, we discuss the query processing techniques for querying multimedia contents efficiently, namely, how to interpret and implement a UMQA-based query plan to obtain target multimedia data from a database efficiently. More specifically, we first of all discuss the efficient implementations of main UMQA operators. Then, we in theory analyze the execution costs for the implementation algorithms of UMQA operators and present the experimental results of performing these implementation algorithms on a prototype information system. Finally, the acceptable experimental results show that all the processing techniques proposed in this study for querying multimedia contents are feasible and applicable.
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INTRODUCTION

In the past decade, with the development of the internet and the availability of digital multimedia capturing devices such as image scanners, digital cameras and digital video cameras, the size of digital multimedia collection is increasing rapidly. Consequently, effective multimedia information retrieval and management techniques become more and more important. Multimedia content information represents what people sense when looking or listening, namely what are included by multimedia data and what features they behave themselves with, so it is more comprehensible for users and very important for content-based multimedia information retrieval. In recent years, many methods on extracting content information from multimedia original data have been proposed by Liu et al. (2007) and Christel and Hauptmann (2005). Presently, some high-level content information still can not be extracted effectively, but we believe that in the future more effective content extraction techniques will be proposed and more abundant multimedia contents will be extracted. Therefore, there should be a strong need to store, query and play multimedia content information from the multimedia databases.

A multimedia query language is a useful facility to specify users’ multimedia query requirements and therefore is one of the most essential components in a multimedia database system. Hence, for querying multimedia contents effectively, a powerful and friendly query language must be supplied first for users. Although, traditional database query languages (e.g., SQL, OQL, etc.) have acquired great success, they do not suit uniform multimedia information retrieval, because the complex spatial and temporal relationships inherent in the wide range of multimedia data types make a multimedia query language different from its counterparts in traditional database management systems. In recent years, there have been many multimedia query language proposals (Tian et al., 1999; Balkir et al., 2002; Li and Ozsoyoglu, 1996; Lee et al., 1999a, b, 2000), most of which are either designed for one particular medium (e.g., images), or specialized for a particular application (e.g., digital libraries), therefore also not competent for uniform multimedia information retrieval (Cao et al., 2009).

In an earlier study (Cao et al., 2007) of our project group, we have given a semi-structured data organization model and discussed a general-purpose multimedia query language called UMQL. It allows users to query various multimedia data uniformly based on their content information such as structure, feature, spatial relationship and temporal relationship. Subsequently, to supply a friendly interface for users, we designed and implemented a graphical environment (Wu et al., 2008) which uses
UMQL as its internal language and to check the correctness for any UMQL query given by users, we proposed a grammar analysis model and implemented a grammar analyzer (Cao et al., 2008; Huang, 2008). However, UMQL is a declarative textual query language as SQL or OQL, designed only for users to use and not suitable for internal implementation, so its query should be converted into some internal representation for being optimized and implemented efficiently. For the internal query implementation, we have also described an operator-based algebraic language called UMQA (Wu et al., 2009) which has equivalent capability with UMQL on multimedia query specification. UMQA is an internal algebra, designed for internal implementation, i.e., not for users to use directly. However, in the previous research, we haven’t discussed the efficient implementations of UMQA operators.

Therefore, in this study mainly discuss the processing techniques for querying multimedia contents efficiently, i.e., how to interpret and implement each operator in a UMQA-based query plan in order to obtain target multimedia data from a database efficiently. However, presently, most of query processing techniques (Brinkhoff et al., 1993; Graefe, 1993; Graefe et al., 1998; Chaudhuri, 1998; Papadis et al., 2003) are designed for the traditional database query algebra or themselves applications. Although, all these processing techniques have acquired well application results, they cannot be applied for multimedia query implementations, due to multimedia query particularities. So, the efficient implementations of some UMQA operators (especially for structure expansion and binary selection) need to be restudied. In the study, we propose a code index scheme for all objects in a multimedia database. Using the code index scheme, it is efficient to obtain all child objects for any object and it is also efficient to judge whether there is an ancestor-child relationship between two given objects. Then, we present two implementations for structure expansion operator, with and without the code index scheme and analyze and compare both execution costs in theory. We use a graph theory to illuminate the essential on evaluating a binary selection operator and present an implementation algorithm of binary selection and its improvement algorithm. Then, we in theory analyze and compare the execution costs for the two implementations. Lastly, we give the experimental results of performing all the four implementation algorithms on top of a prototype information system.

**BACKGROUND: UMQL AND UMQA**

UMQL (Cao et al., 2007, 2008; Wu et al., 2008; Huang, 2008) and its internal algebra UMQA (Wu et al., 2009) are both based on a semi-structured data organization model, which includes such basic notions as constructed data type, collection data type, object, child object and so on. These notions are briefly described below:

- A constructed data type is a composite structure of predefined data types (e.g., FLOAT, INTEGER etc.) collection data types and other constructed data types, whose instance is an object
- An instance of a collection data type is a composite value of one or more elements of the same data type
- Each basic item of an object is an attribute, whose value is called an attribute value of the object and also called child objects of the object, if the data type of the basic item is a collection data type or a constructed data type. To simplify presentation, a constructed data type represents both the data type name and the structure of objects belonging to the data type

The UMQL is a powerful multimedia query language, which allows users to query a variety of multimedia data uniformly based on their content information such as structure, feature, spatial relationship and temporal relationship. As SQL, UMQL uses the SELECT-FROM-WHERE statement for querying, but it extends the WHERE clause with new structure expression, feature expression and spatio-temporal expression, in order to accommodate to complex multimedia query requirements. Moreover, UMQL uses a variable to represent a group of content objects of the same data type, satisfying the same conditional restrictions. To show the syntax features of UMQL relevant to the use and querying of multimedia contents, we consider the following example of querying movies based on video contents. More specifically, the query retrieves Ang Lee-directed movies, each video of which contains one video clip that has not only more than fifty five video frames, but also three salient content objects: two horse and one sun, where the horse have more than 75% color feature similarity with the image horse.bmp and the sun is located above the horse. This query requirement can be described by UMQL as follows:

**Example 1:**

```sql
SELECT m. name, m. video FROM MOVIE m, PERSON d
WHERE clip (1) IN m. video. clips AND horse (2), sun (1)
IN clip. objects # structure expression
AND d. id = m. director AND d. name = Ang Lee # join expression and normal expression
AND frame (clip) > 55 AND in (sun, sun) AND is (horse, horse) # feature expression
AND color (horse, horse . bmp) > 0.75 # feature expression
AND horse BEFORE [Y] sun # spatio-temporal expression
```
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Note that both m.video.clips and clip.objects, whose values are comprised of video clips and video salient objects, respectively are attributes of collection data types. In this example, firstly, we use a structure expression to define the inner structure of target multimedia data by declaring some new variables (i.e., clip, horse and sun) and containing relationships among these variables (i.e., clip contained by m; horse and sun contained by clip). And then we use a feature expression based on some feature functions (i.e., frame, is and color) to define the semantic notions and bottom-level features for salient objects represented by variables. Finally, we use a spatio-temporal expression to define the temporal relationship between the variables horse and sun (i.e., horse located under sun).

Below, we give a brief presentation on the semantics of structure expression, feature expression and spatio-temporal expression. A structure expression is used to support querying on the structure of multimedia contents, whose basic conditional item is described as $F = d_1(a_1), d_2(a_2), \ldots, d_n(a_n) \text{ IN } d_1.q_1, \ldots, d_n.q_n$, where $d$ is a variable, $d_i = (i = 1, 2, \ldots, n)$ is a new variable declared in $F$ and contained by $d$, $a$ is a positive integer and $d_1.q_1, \ldots, d_n.q_n$ is a path expression. Let $P_1, P_2, \ldots, P_n$ be the conditional restrictions operating on $d_1, d_2, \ldots, d_n$. Then any object $o$ in the variable $d$ satisfies $F$ if and only if there exist $(a_1 + a_2 + \ldots + a_n)$ child objects in the structure expansion of $o$ based on the path $d_1.q_1, \ldots, d_n.q_n$, where, $a_i$ child objects satisfy $P_i$, $a_i$ child objects of the rest satisfy $P_i$ and so on. A feature expression, whose implementation generally depends on a series of feature functions defined by system or users, is used to support querying based on bottom-level feature, semantic notion or other multimedia feature, through describing feature conditional restrictions for variables. A spatio-temporal expression is used to support querying based on spatial and temporal information inherent in a variety of multimedia objects, through defining spatio-temporal restrictions among variables. Its implementation depends on a set of spatio-temporal operators with a parameter, which can be used to represent the spatial relationships among spatial objects and the temporal relationships among temporal objects uniformly. Moreover, UMQL also includes join expression and normal expression (example 1) so as to keep compatible with SQL.

The UMQA, including a complete set of operators and translation formulas defined on these operators, is an internal algebra designed for internally representing and processing UMQL query. MQA includes the following six operators: join (II), normal selection ($\sigma^{\text{na}}$), structure selection ($\sigma^{\text{st}}$), feature selection ($\sigma^{\text{fs}}$), spatio-temporal selection ($\sigma^{\text{ss}}$) and structure expansion ($\eta$). The first 5 operators are the logic implementations of join expression, normal expression, structure expression, feature expression and spatio-temporal expression, respectively and the sixth operator is used to expand objects to obtain their child objects based on a structure expression. Therefore, UMQA has the equivalent ability with UMQL in multimedia query specification. Using the mapping algorithm (Wu et al., 2009), we give a UMQA expression (i.e., a query plan) equivalent with the UMQL query in Example 1 as follows.

**EXAMPLE 2:**

$$\pi [m.\text{name}, m.\text{video}] \left( \sigma^{\text{st}}[\text{clip}(1)\ \text{IN}\ m.\text{video}.\text{clips}\ \text{AND}\ \text{horse}(2), \text{sun}(1)\ \text{IN}\ \text{clip}.\text{objects}] \right)$$

$$\sigma^{\text{ss}}[\text{horse BEFORE} [Y] \text{sun}]$$

$$\sigma^{\text{fs}}[\text{frame} (\text{clip}) > 55 \ \text{AND} \ (\text{horse}, \text{horse}) \ \text{AND} \ (\text{sun}, \text{sun}) \ \text{AND} \ \text{color} (\text{horse}, \text{horse}.\text{bmp}) > 0.75]$$

$$\sigma^{\text{ss}}[\text{d}.\text{name} = \text{Ang Lee} (\text{\eta} [\text{clip}(1) \ \text{IN} \ m.\text{movie}.\text{clips} \ \text{AND} \ \text{horse}(2), \text{sun}(1) \ \text{IN} \ \text{clip}.\text{objects}])$$

$$[d.\text{did} = \text{m}.\text{director}] \ (e [m.\text{-MOVIE}](\varepsilon), e [d.\text{-PERSON}])$$

In this example, firstly, two scan operations ($\varepsilon$) are used to obtain two objects' sets named MOVIE and PERSON from a multimedia database and bind them into the variables $m$ and $d$, respectively. Secondly, structure expansion is used to expand the variable $m$ based on the path expression $m.\text{video}.\text{clips}$ so as to obtain all child objects for every object in $m$ and bind these child objects into the variable clip and then the operator deals with clip similarly and produces the new variables horse and sun. Thirdly, normal selection, feature selection, spatio-temporal selection and structure selection are used to filter variables to remove those objects not satisfying the corresponding conditional restrictions. Finally, all objects in the variable $m$ are target ones. In other words, for each object in $m$, there should be an child object in clip and for each object in clip, there should be two child objects in horse and one child object in sun. And such checks of residual objects in every variable are implemented by structure selection operations.

Moreover, to internally represent many collections of objects retrieved from a multimedia database, UMQA uses a query generation graph (Wu et al., 2009). In a query generation graph $G (V, E)$, each vertex $u$ of $V (G)$ represents a variable bound with a collection of content objects and is comprised of a three-tuple form $(N, O, R)$, where $u[N]$ denotes the name of the variable, $u[O]$ is a set of objects of the same data type bound to the variable and, $u[R]$ employed to point out the immediate ancestor for each object in $u[O]$ and each edge of $E(G)$ connecting two vertices represents the ancestor-child relationship.
between the variables denoted by the two vertices. The operands of UMQA operators are query generation
graph. When a UMQA plan is implemented, all the
operators act on a query generation graph, in which scan
and structure expansion are used to obtain content
information from a multimedia database and to construct
a query generation graph for storing the information; then
normal selection, structure selection, feature selection and
spatio-temporal selection are used to remove the content
objects stored in the vertex variables but not satisfying
the given conditional restrictions.

UMQA OPERATOR IMPLEMENTATIONS

For a given UMQL query, to evaluate the query for
obtaining target multimedia content information from a
database, it only need to generate an equivalent UMQA
query plan for the query and then to interpret and
implement each operator of the query plan. A UMQA
query plan mainly consists of the following seven types
of operators, i.e., structure expansion, normal selection,
structure selection, feature selection, spatio-temporal
selection, scan and join. However, according to the
amount of variables contained in the input operating
expressions, UMQA selection operations can be
separated into two categories (Wu et al., 2009), i.e., (1)
monadic feature selection and monadic spatio-temporal
selection (also called monadic selection together) and (2)
binary feature selection and binary spatio-temporal
selection (also called binary selection together). For the
join, scan and monadic selection operators, their
operations are identical approximately with those of the
traditional relational algebraic system and thus their
implementation algorithms are also identical with those of
the relational algebraic system. Therefore, we in this study
only discuss the efficient implementations for those new
UMQA operators, including structure expansion, binary
feature selection and binary spatio-temporal selection.

IMPLEMENTATION OF STRUCTURE EXPANSION

Here, we discuss the evaluation of structure
expansion and gives two implementation algorithms, one
that does use a code scheme and create index on the
codes and the other that does not. We then compare the
two implementations by computing both execution cost
formulas.

We use the following physical storage model for a
query generation graph, which is separated into two parts,
one in the main memory and another in the outer hard
disk. In memory, we store the main graph framework,
including all edges and all vertices but only including the
vertex name (u [NI]) and the pairs of oids (u [RI]), without
the set of objects (u [O]). All the content objects of each
vertex are stored in the hard disk and we only store one
copy for all the variables that are expanded from the
same structure expansion operator, i.e., for the variables
d1, d2, ..., dk, that expanded from the same operator of
structure expansion, we only in the hard disk store a
union set of content objects, (d1 [O]∪d2 [O]∪...∪dk [O]).

Immediate implementation without coding: For
the implementation of a structure expansion $\eta \{d_1(a_1),
d_2(a_2), ..., d_k(a_k)\}$ on $d_1, d_2, ..., d_k$, it first needs to expand
each object in the variable $d$ of the input query generation
graph to obtain child objects, then bind all these child
objects to every child variable $d_1, d_2, ..., d_k$, and last put
these child variables into the input graph to output a new
query generation graph. Hence, if the path expression
$d_1, d_2, ..., d_k$ contains many attributes of collection data
types, when the structure expansion operation is
implemented immediately, it is required to access all these
objects collections in a multimedia database. We below
note the data type of the path $d_1, d_2, ..., d_k$ as TYPE
(d_1, d_2, ..., d_k).

Algorithm 1: Structure expansion without coding

\[ \text{INPUT:} \] a structure conditional item $v(a_0), v(a_1), ..., v(a_{k-1})$ IN $v$. $s_0, s_1, ... , s_n$ and a query generation graph $G$.

1. Read all the objects from the vertex named by "v" of the input graph $G$ into
2. the memory buffer. Name the memory partition with $B_1$: (comment: all the
3. content objects in each vertex are stored in the disk.)

4. Refresh $G$ through adding a new vertices that are respectively named by $v_0$
5. $v_1, ..., v_n$ and $v$, and adding $n$ edges that respectively start from each of these
6. new vertices to the vertex with the name $v$; $k$ + 1;
7. for $i = 1$ to $k$ do $k = k + 1$;
8. IF TYPE ($v_0, v_1, ..., s_n$) is a collection data type then
9. Read all pages from the collection named by TYPE ($v_0, v_1, ..., s_n$) of
10. the multimedia database into the memory buffer. Name the memory partition
11. with $B_2$:
12. $\text{for} c_i \in v.c_{types}, \text{comment: } E_i$ is an assistant memory-based set comprising
13. of pairs of oids, used to point out the parent content objects in $B_1$ for every object
14. in $B_2$.
15. IF there is a content object $a_0$ in $B_1$, making that $a_0$ contains $a_1$, then
16. Put a pair $(a_0, a_1)$ of oids into $E_i$; (comment: represents, $a_1$ is a first
17. generation child of $a_0$).
18. \text{end for}.
19. $\text{if } B_0 \text{ is full then } \text{comment: } B_0 \text{ is a single page}.$
20. Empty $B_0$ by copying it into the outer disk as a page of the content objects' $\text{set}$ of
21. the vertices named by $v_0, v_1, ..., v_n$, of the graph $G$;
22. $\text{end if}.$
23. $\text{end for}$. (step 2 (from the line 16 to 24): construct and output the result
24. query generation graph $G$.)
25. Copy $B_0$ into the disk as the last page of the objects' set of the vertices
26. "$v_0", "$v_1", ..., "$v_n"$ of $G$.
We now analyze the execution cost in theory, by considering two essential factors: the number of disk accesses and the number of comparisons. We first assume that the expanded variable v of the input graph G is of size P_v pages and each page owns N_v objects. The objects' collection named by TYPE(v) in the multimedia database is of size P_v pages (Obviously, each page also contain N_v content objects). Assume that, the path expression v.s_i.s_{i+1}...s_m contains k (k>1) attributes of collection data type and each corresponding collection in the multimedia database is of size P_k (k>1) pages and each page owns N_k objects. If the main memory buffer is of size P_m pages, then in Algorithm 1, we have made the assumption that, P_k=P_{m+1} and P_k=P_{m+1}+1 for k=1,2,...,m. Then, we present the execution cost analysis for algorithm 1 as follows.

**Number of disk accesses:** In step 1 of algorithm 1, all the disk access operations are read ones. We first read all the content objects with P_v pages in the variable v into the main memory buffer. Then, from the line 3 to 15, we do in succession access the hard disk for each collection attribute of the path v.s_i.s_{i+1}...s_m so in all making (P_i+P_{i+1}+...+P_m) disk read operations.

In step 2, there are all the disk writing operations. After step 1, all the objects in the memory partition B1 that need to written into the hard disk only are a child set of those in the collection TYPE(v.s_i.s_{i+1}...s_m), so we need to estimate the number of the written objects. For every content object in the variable v, the average number of its child objects in the collection TYPE(v.s_i.s_{i+1}...s_m) can be estimated as (P_i/N_i)(P_{i+1}/N_{i+1})... (P_m/N_m). Thus, the number of the child objects in the memory partition B1 that need to be written is estimated as (P_v/N_v)(P_v/N_v)...(P_v/N_v), i.e., (P_v/N_v)...(P_v/N_v).

So the total number of disk access operations in algorithm 1 is estimated as follows:

- **Step 1:** P_v + (P_i + P_{i+1} + ... + P_m)
- **Step 2:** (P_v/N_v)...(P_v/N_v) / P_v = (P_v/N_v) / P_v; {one page can be written by N_v content objects}

So in all, P_v + (P_i + P_{i+1} + ... + P_m) + (P_v/N_v) / P_v.

**Number of comparisons:** In step 1 of algorithm 1, all the comparisons concentrate on the sentences from the line 3 to 15. If using size B1 representation the number of the elements in set B, then doing one judgment for the if condition in the line 8 need to make size [51] comparisons and therefore from the line 7 to 13, in all we need to make such conditional comparisons with the number, size B1*\log(2)[\text{size}(B2)], because all the objects' collections are sorted as their oids.

In step 2, all the comparisons concentrate on the two sections, the line 16 to construct D and from the line 18 to 23 to write all the content objects in B1 into disk. To construct D, we need to join all the sets of E_i, E_{i+1}... and E_m. The sets E_i, E_{i+1}... and E_m are well-sorted, so the equivalent join between arbitrary two E and E' of all these sets is only required to implement (\text{size}(E)+\text{size}(E')) comparison operations. For the for loop sentence, because the number of all the content objects on B1 is estimated as (P_v/N_v)...(P_v), its required comparisons should be with the number 2 (P_v/N_v)...(P_v), one for the for conditional judgment and another for the if one.

So the total number of comparisons in algorithm 1 is estimated as follows:

- **Step 1:** 2m {one for the for conditional judgment and another for the if conditional judgment} + (P_v/N_v)...(P_v/N_v) + (P_v/N_v)...(P_v/N_v) / P_v.
- **Step 2:** (P_v/N_v)...(P_v/N_v) / P_v = (P_v/N_v) / P_v; {one page can be written by N_v content objects}

So in all approximately equal to, (P_v/N_v)...(P_v/N_v) + (P_v/N_v)...(P_v/N_v) / P_v.

**Implementation using code index scheme:** Based on the observation that, all the content objects in a multimedia database don't hold too many generations children (generally not more than 10 generations), we propose a code scheme for each object in a multimedia database and then create index on these object codes. In this code scheme, we assign unique codes to every content object. Using the unique codes, it is effortless to judge whether there is an ancestor-child relationship between two content objects; and combining the index on the object codes, it is efficient to obtain all the child objects with any generation for any content object.

We now introduce how to assign unique codes for all the objects in a multimedia database. Assign unique codes for every content object in a multimedia database, making that, for every content object the prefix of its code equals to the code of any of its ancestor content objects. 
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More specifically, given a content object u, if its code is $C(u)$, then the code for any immediate child object v of u is $C(v) = C(u) \ast n$ (n≥1 and n is the serial number of the object v in all the immediate child objects of u). Therefore, it’s the prefix code scheme also called Dewey decimal classification code (Chien et al., 2002), which has been widely applied. Utilizing the code scheme, we can judge whether two arbitrarily given content objects contain an ancestor-child relationship; however, an operator of structure expansion is required to expand content objects to obtain all their child objects of any generation based on a path efficiently, hence, which yet can’t be completed immediately by the code scheme. We below give some ourselves definition on top of the prefix code scheme and then based on it, give some useful properties.

**Definition 1:** Given two arbitrary content objects u and v in a multimedia database, if their prefix codes are respectively $C(u) = N_1 \ast N_2 \ast \ldots \ast N_n$ and $C(v) = N'_1 \ast N'_2 \ast \ldots \ast N'_m$ (n≥1, m≥1, N_i and N'_i are both positive integers for i = 1, 2, ..., n and m) respectively, then we define the arithmetic comparisons of the two codes as follows:

- $C(u)$ is equal to $C(v)$, i.e., $C(u) = C(v)$, if and only if, n = m and, for i = 1, 2, ..., n, have $N_i = N'_i$.
- $C(u)$ is greater than $C(v)$, i.e., $C(u) > C(v)$, if and only if, $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$ (n > m), or there exists a non-negative integer t (t < n, t < m), making that $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_t = N'_t$ and $N_{t+1} > N'_{t+1}$.
- $C(u)$ is less than $C(v)$, i.e., $C(u) < C(v)$, if and only if, $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$ (n < m), or there exists a non-negative integer t (t < n, t < m), making that $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_t = N'_t$ and $N_{t+1} < N'_{t+1}$.

**Remark 1:** If the prefix code of a content object, we can know the prefix codes of all its ancestor content objects, i.e., given an arbitrary content objects u, if its prefix code is $C(u) = N_1 \ast N_2 \ast \ldots \ast N_{n-1} (n≥1)$, then the prefix code of its i-th generation ancestor object is $N_i \ast N_2 \ast \ldots \ast N_{n-i} (i = 1, 2, ..., n-1)$.

**Remark 2:** For two given content objects, there exists an ancestor-child relationship between them, if and only if, there exists a prefix relationship between them. Namely, for two arbitrarily given content objects u and v, if their prefix codes are $C(u) = N_1 \ast N_2 \ast \ldots \ast N_n$ and $C(v) = N'_1 \ast N'_2 \ast \ldots \ast N'_m$ (n≥1, m≥1), then the content object u is the ancestor of v, if and only if, $n = (m-1)$ and $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$.

**Remark 3:** If given the prefix code of a content object, we can know the domain of the prefix codes of its child content objects. Arbitrarily given a content objects u, if its prefix code is $C(u) = N_1 \ast N_2 \ast \ldots \ast N_n (n≥1)$, then for any v of all its child content objects, have $N_1 = N'_1 \ast N'_2 \ast \ldots \ast N'_m < C(v) < N_1 \ast N_2 \ast \ldots \ast N_{m+1}$, regardless of the generation of v to u.

**Remark 1** and **2** are more obvious based on the construction of content object prefix codes, so below, we only give the proof for **Remark 3** by using definition 1 on the arithmetic comparisons of two object codes.

**Proof:** For two arbitrarily given content objects u and v, we note their prefix codes as $C(u) = N_1 \ast N_2 \ast \ldots \ast N_n$ and $C(v) = N'_1 \ast N'_2 \ast \ldots \ast N'_m$ (n≥1, m≥1), respectively. If the content object v is one of all the child objects of u, then from the construction of assigning prefix codes for content objects, we first have n ≤ m and $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$. From **Definition 1**, we know that, $C(u) = N_1 \ast N_2 \ast \ldots \ast N_n < C(v)$. From $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$, we have $N_1 = N'_1$, $N_2 = N'_2$, ..., $N_n = N'_n$ and $N_{n+1} > N'_{n+1}$. On the other hand, we have $C(u) = N_1 \ast N_2 \ast \ldots \ast N_{n+1}$ and $C(v) = C(u) < C(v)$ from the above conclusion. Therefore, we conclude that $N_1 \ast N_2 \ast \ldots \ast N_n < C(v) < N_1 \ast N_2 \ast \ldots \ast N_{n+1}$ (END).

We note the prefix code of a given content object a as CODE(a). After completing to assign the prefix codes for all the content objects in a multimedia database, we create cluster index for every collection of content objects of the same constructed type, on the object prefix codes, based on the comparison relationships defined in **Definition 1**. We use the traditional B' tree for the cluster index creation.

In the implementation for expanding a given content object a based on a path $v \ast s_1 \ast s_2 \ast \ldots \ast s_m$, first, we obtain the code range (CODE(a), CODE(a) + 1) of the child objects of a and then combining the B' tree index, we can from the collection named by TYPE($v, s_1, s_2, \ldots, s_m$) obtain all the content objects whose prefix codes are located in (CODE(a), CODE(a) + 1). Below, we give the particular implementation algorithm of structure expansion with using prefix codes and the index on them, by pseudocode.

**Algorithm 2: Structure expansion with prefix code index**

**INPUT:** a structure conditional item $v(s_1), v(s_2), \ldots, v(s_n)$ EN $v(s_1), v(s_2), \ldots, v(s_n)$ and a query generation graph $G$.
Read the B' tree indexing structure for the collection named by TYPE($v(s_1), v(s_2), \ldots, v(s_n)$) from the multimedia database into the memory buffer; Name the memory partition with B0;
Read all the objects from the vertex named by "$v" of the input graph $G$ into the memory buffer; Name the memory partition with B1;
Refresh $G$ through adding n new vertices that are respectively named by "$v_1", "$v_2", \ldots, "$v_n" and adding n edges that are respectively from each of the new produced vertices to the vertex with the name $v$; $B'_0$ = {comment: used to point out the child objects in TYPE($v, s_1, s_2, \ldots, s_n$) for every object in B1} for each content object al in B1 do
Based on the B' tree index in B0, from the collection named by TYPE
Algorithm 2: Continued

(v1, s1, s2, ..., s0) of the multimedia database, read all the content objects whose prefix codes are located in the code range (CODE(a1), CODE(a1) + 1), into the memory buffer. Name the memory partition with B2; for each content object a2 in B2 do
Put a pair (s(a1), a2) of (s, a) into E;
Output a2 into the "output page" B0 in the memory buffer; 
if B0 is full then [comment: B0 is a single page]
Empty B0 by copying it into the outer disk as a page of the content objects' set of the vertices named by v1, v2, ..., or v; of the graph G;
end if.
end for.
Free the memory partition B2;
end for.
Copy E to the vertices of the graph G, with name v1, v2, ..., or v;,
Copy B0 into the disk as the last page of the objects' set of the vertices v1, v2, ..., or v; of G,

Similarly, we assume that the expanded variable v in G is of size P1 pages and each page owns N1 content objects. Assume in the multimedia database, the collection named by TYPE(v) is of size P1 pages (each page also contain N1 objects) and the collection TYPE(v1, s1, s2, ..., s0) is of size P1 pages and each page owns N1 objects. Obviously, P1 > P1' and N1 > N1'. Assume that, the B' tree index on the collection named by TYPE(v1, s1, s2, ..., s0) is of size P1 pages and each page owns N1' key words in average. If the main memory buffer is of size P2 pages, then in algorithm 2, we have made the assumption that, P2 > (P1 + P1 + 1 + R(N1')) where, R represents the maximal number of child objects of each object in v. We below analyze the execution cost of algorithm 2 in theory.

Number of disk accesses: In algorithm 2, we first read all the P1 pages of objects in the variable v and all the P1 pages of the B' index tree into the main memory buffer. Then, we need from the collection TYPE(v1, s1, s2, ..., s0) to read all the content objects as the children of the objects in the variable v. Based on the B' index tree, we can immediately obtain the target child objects instead of reading all pages of TYPE(v1, s1, s2, ..., s0). For each object in v, the average number of its child objects in TYPE(v1, s1, s2, ..., s0) is (P1'N1')/(P1'N1), so the number of the target child objects that need to be read into the memory buffer is estimated as (P1N1)/(P1'N1), i.e., (P1/P1'N1'). Last, we need to write all these content objects again into the outer disk.

So the total number of disk accesses in algorithm 2 is estimated as follows:

- P1 + P1 + 2(P1/P1'N1')/N1' = P1 + P1 + 2(P1/P1') P1'. { one page can be written by N1' content objects}

Number of comparisons: In algorithm 2, the main comparison operations are to continuously search the B' index tree. For any B' tree, if its rank value is equal to m and the number of all its key words is equal to N1, then the comparison number to search a key word is not more than \( \log(m/2)(N + 1)/2 + 1 \). For the B' index tree in algorithm 2, N is approximately equal to P1'N1' and, the total number for the search operations in all owns (P1N1).

So the total number of comparisons in algorithm 2 is estimated as follows:

- \( P1N1(\log(m/2)((P1'N1' + 1)/2) + 1 + 2(P1/P1'N1')) \)

P1'. { for the 'for' loop sentence from the line 7 to 14}

Preliminary comparisons for two implementations: Now, we have given two implementation algorithms for structure expansion, one that uses the prefix codes and the index on them and one that does not. Both the algorithms have been coded into UMQL query processing. In the following experimental section, we will present the experimental results for performing the two algorithms on a prototype system; however, using the cost formulas derived for each algorithm, we here first make several observations.

- Observation 1: For an operator of structure expansion, the implementation algorithm with code index scheme always has smaller number of disk accesses than the implementation algorithm without using prefix codes
- Observation 2: For an operator of structure expansion, the implementation algorithm with code index scheme always has smaller number of comparisons than the implementation algorithm without using prefix codes

Observation 1 and 2 can be demonstrated effortlessly from the previous cost formulas. Compared with algorithm 1 that is an immediate implementation for structure expansion, algorithm 2 using the code index scheme can obtain all the child objects for a given expanded objects' collection by immediately accessing the target collection in the multimedia database, consequently avoiding to read those middle assistant collections. This reduces the number of disk accesses and the number of comparisons effectively.

IMPLEMENTATION OF BINARY SELECTION

Here, we discuss the evaluation for operators of binary feature selection and binary spatio-temporal selection and present two implementation algorithms, where the latter is the improvement of the former. Then by computing both execution cost formulas, we compare the two implementation algorithms.
Immediate implementation: From the definition on binary selection (Wu et al., 2009), we know that, for a binary selection \( \sigma \) \( [F] \), if \( u_i \) and \( u_j \) is the two variables contained in the binary conditional item \( F \), then the binary selection operation can be illuminated briefly as follows. First all the content objects in \( u_i \) or \( u_j \) are classified into several groups, making in every group all the content objects of the same ancestor; Next for each group \( g_i \) of objects in \( u_i \) and each group \( g_j \) in \( u_j \), if both have the same ancestor, then generate a pair of object’s groups \( (g_i, g_j) \). Last the binary selection predicate contained in \( F \) is applied to each pair of object’s groups to remove all those objects not satisfying \( F \). Hence, for the implementation of a binary selection operation, the essential problem is how to evaluate the binary selection function constructed based on the input binary conditional item. Below we first use the graph theory to illuminate the essential on evaluating a binary selection function.

Before present discussion, we give some denotation specification that will be used in the following text:

- \( Z_i \) and \( Z_j \) are two groups of content objects and satisfying, any object in \( Z \) is of the same ancestor with any in \( Z \). (2) \( F \) is a basic binary conditional item and let \( VA(F) = \{v_i, v_j\} \) be the variables contained by \( F \), \( N(v_i) = n \) the correlative number of \( v \) and \( N(v_j) = m \) the correlative number of \( v_j \); (3) \( P \) is the binary selection predicate contained by \( F \); (4) \( Z_i \) and \( Z_j \) are the output of the binary function \( h_z((Z_i, Z_j), (n, m), P) \).

**Definition 2:** An unordered graph \( G = (V, E) \) is bipartite graph, if and only if, its vertices \( V \) can be partitioned into two disjoint subsets \( V_1 \) and \( V_2 \), such that, for the two vertices of every edge in \( G \), one belongs to \( V_1 \) and another belongs to \( V_2 \). We note a bipartite graph \( G \) as \( G = (V_1, V_2, E) \). A bipartite graph \( G = (V_1, V_2, E) \) is a complete bipartite graph, if and only if, every vertex in \( V_1 \) are adjacent with every vertex in \( V_2 \). If \( |V_1| = n \) and \( |V_2| = m \), then we call \( G \) as \( (n, m) \) complete bipartite graph.

Based on the notions on bipartite graph and complete bipartite graph, we gives some useful properties, which denotes, to evaluate a binary selection function is equivalent to search complete bipartite child graphs from a bipartite graph.

**Remark 4:** Construct a unordered graph \( G_z = (V, E) \) as follows:

\[
V = \{Z_i \cup Z_j \} \\
\{P \in F \mid P = \{o_i, o_j \} \mid o_i \in Z_i, o_j \in Z_j, P(o_i, o_j)\} \\
\{P \in P \mid P = \{o_i, o_j \} \mid o_i \in Z_i, o_j \in Z_j, P(o_i, o_j)\} \\
\{P \in P \mid P = \{o_i, o_j \} \mid o_i \in Z_i, o_j \in Z_j, P(o_i, o_j)\}
\]

Then have that, \( G \) is a bipartite graph. In the following sections, we note the graph \( G_z \) as \( G_z = (Z_i, Z_j, E) \).

**Proof:** Remark 4 is more obvious. From the construction for the graph \( G_z = (Z_i, Z_j, E) \), we know that, the vertices’ set of \( G_z \) is composed of two disjoint sets \( Z_i \) and \( Z_j \) and every edge of \( E_z \) is connected from \( Z_i \) to \( Z_j \). So from Definition 2, we conclude that, \( G_z \) is a bipartite graph.

**Remark 5:** If all the \((n, m)\) complete bipartite child graphs of \( G_z = (Z_i, Z_j, E) \) are listed as follows, \( G_1 = (Z_i, Z_j, E_1) \), \( G_2 = (Z_i, Z_j, E_2) \), \( \ldots, G_r = (Z_i, Z_j, E_r) \) \((r \geq 0)\), \( Z_i \cup Z_j \), \( E_i \cup E_j \) for \( i = 1, 2, \ldots, r \), then we have the conclusions that, \( Z_i^* = Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j^* = Z_j \cup Z_j \cup \ldots \cup Z_j \).

**Proof:** First we prove \( Z_i \cup Z_j \cup \ldots \cup Z_j \). For any content object \( o \) contained by \( V_i \), from the definition on binary selection function (Wu et al., 2009), we know that, there exists a subset \( U_i \) of \( Z_i \), of size \( n \) objects and containing the content object \( o \); there exists a subset \( U_j \) of \( Z_j \), of size \( m \) objects, and every content object in \( U_j \) with every one in \( U_i \) satisfy the binary predicate \( P \). So we can construct a unordered graph \( G = (V, E) \) as follows:

\[
V = \{U_i \cup U_j \} \cup \{P \mid P = \{o_i, o_j \} \mid o_i \in U_i, o_j \in U_j, P(o_i, o_j)\} = true.
\]

We can conclude that, \( G \) is a \((n, m)\) complete bipartite graph and also a child graph of \( G_z \). Therefore, we have the conclusion that, the object \( o \) is also contained by \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \). Next we prove \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \). For any content object \( o \) contained by \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \), we know that, there exists a \((n, m)\) complete bipartite graph \( G_1 = (Z_i, Z_j, E) \) \((r \geq 0)\) containing \( o \) and \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \), \( E_i \cup E_j \), i.e., there exist a subset \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \) of \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \) making that, \( o \in Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \) and \( P(o, a) \). Therefore we have the conclusion that, \( o \) is also contained by \( Z_i \cup Z_i \cup \ldots \cup Z_i \cup Z_j \cup \ldots \cup Z_j \). Similarly, we can prove for the \((n, m)\) complete bipartite child graphs from a bipartite graph.

The implementation of a binary selection operator needs to continuously apply the binary selection function on every pair of groups of content objects for filtering all those non-target objects. However, remark 5 shows that, to evaluate the binary selection function is equivalent to search all the complete bipartite child graphs from a bipartite graph. Based on the discussion, we first give an immediate implementation algorithm for a binary selection operator.

**Algorithm 3:** Binary selection

**Input:** a basic binary conditional item \( F \) and a query generation graph \( G \)

**Assume that,** \( VA(F) = \{v_i, v_j\} \), the correlative number of \( v_i \) and \( v_j \) are \( n \) and \( m \) and the binary predicate contained by \( F \) is \( P \).

**Read all the content objects from the vertex named by \( v_i \) of the query generation graph \( G \) into the memory buffer. Name the memory partition with \( BI \).**

**End**
Algorithm 3: Continued

Read all the content objects from the vertex named by \( v_1 \) of the query generation graph \( G \) into the memory buffer. Name the memory partition with \( B_2 \).

for each group of objects \( Z_1 \) in \( B_1 \) with the same ancestor do
if there is a group of objects \( Z_2 \) in \( B_2 \), making any object in \( Z_2 \) of the same ancestor with any in \( Z_1 \) then
    \( E_1 \leftarrow e; \quad E_2 \leftarrow e; \quad k \leftarrow 0. \)
for each child group \( Z_1' \) with a elements in \( Z_1 \) do for each child group \( Z_2' \) with \( m \) elements in \( Z_2 \) do
    for each object \( a_1 \) in \( Z_1' \) do for each object \( a_2 \) in \( Z_2' \) do
        if \( P(a_1, a_2) \) is true then \( k \leftarrow k + 1; \) end if. \( \text{(comment: } P \text{ is the binary predicate in the input } P) \)
end for.
end for.

if \( k = n \times m \) then \( \text{(comment: means that, } Z_1' \text{ and } Z_2' \text{ can construct a complete bipartite graph) } \)
    \( E_1 \leftarrow E_1 \cup \{id | id \in Z_1' \}; \quad E_2 \leftarrow E_2 \cup \{id | id \in Z_2' \}; \)
end if.

end if.
end for.
end for. \( \text{(comment: from } Z_1 \text{ and } Z_2, \text{ search all the complete bipartite child graphs) } \)
Remove from \( Z_1 \) all the content objects whose oids are not contained by \( E_1 \).
Remove from \( Z_2 \) all the content objects whose oids are not contained by \( E_2 \).
\( \text{(comment: remove the objects in } Z_1 \text{ or } Z_2 \text{ will lead to remove their counterparts in } B_1 \text{ or } B_2) \)
end if. \( \text{(comment: from the line 5 to 15): to evaluate the binary selection function) } \)
end for. \( \text{(comment: here, for the memory partitions } B_1 \text{ and } B_2, \text{ all their content objects that do not satisfy the input condition } F \text{ have been removed) } \)
Rewrite all the content objects in \( B_1 \) and \( B_2 \) into the disk as the objects' sets of the vertices named by \( v_1 \) and \( v_2 \) of the graph \( G \). And refresh \( v[R] \) and \( v[R] \). \( \text{(comment: The graph } G \text{ after refreshed becomes the final processing result of binary selection) } \)

In algorithm 3, if the two vertices \( v_1 \) and \( v_2 \) of the input query generation graph are respectively of size \( M \) and \( N \) pages and after selected both are respectively of size \( M' \) and \( N' \) pages, then the number of accessing disk is \((M + N + M' + N')\). This can be seen as the minimal number for all the implementations of binary selection operators, so in the execution cost analysis for algorithm 3, we consider other two factors: the total number of evaluating the binary predicate \( P \) and the number of comparisons, which both can affect the algorithm efficiency essentially. We first assume that, in algorithm 3, the memory partitions \( B_1 \) and \( B_2 \) are respectively of size \( M_1 \) and \( M_2 \) content objects; every group \( Z_1 \) of objects in \( B_1 \) are of the same size, \( N_1 \) objects; every group \( Z_2 \) of objects in \( B_2 \) are also of the same size, \( N_2 \) objects; and in \( B_1 \), in all there are \( M \) groups \( Z_1 \) satisfying the if condition in the line 4 (Obviously, \( 0 \leq M \leq (M_1/N_1) \)). Then, we present the execution cost analysis for algorithm 3 as follows:

- **Number of evaluating the binary predicate \( P \):** For most of binary selection operations, especially for feature selection, the evaluations for their containing binary predicates (e.g., color and shape in example 1) are more expensive, so whose total evaluation numbers own great influence on the efficiency of implementation algorithm. In algorithm 3, we need to evaluate the binary predicate \( P(a_1, a_2) \) for any object \( a_1 \) in \( Z_1' \) and for any one \( a_2 \) in \( Z_2' \); however, \( Z_1' \) and \( Z_2' \) are respectively of sizes, \( n \) and \( m \), so, such one time implementation needs to make the predicate evaluation operations with the number \( (nm) \). For \( Z_1 \), the number of its child groups \( Z_1' \) is \( \binom{N_1}{n} \) and for \( Z_2 \), the number of \( Z_2' \) is \( \binom{N_2}{m} \), so for a pair of \( Z_1 \) and \( Z_2 \), the total number of evaluating the binary predicate \( P \) is \( \binom{N_1}{n} \binom{N_2}{m} \).

\[ \binom{N_1}{n} \binom{N_2}{m} \]

- **Number of comparisons:** In algorithm 3, the evaluation for the binary predicate \( P \) in the line 8 is the most inner conditional judgment sentence and without other judgment sentences with the same level, so the number of comparisons in Algorithm 3 can be estimated approximately as \( \binom{N_1}{n} \binom{N_2}{m} \).

**Implementation after improvement:** The improvement of algorithm 3 is to reduce the execution cost as much as possible, namely to reduce the binary predicate evaluation number and the number of comparisons. For the former, we use a buffer of an adjacency matrix and for the latter, we give some new properties on bipartite graph and its complete bipartite child graphs to reduce the search space for evaluating the binary selection function.

**Remark 6:** For any content object \( o \) belonging to \( Z_1 \), if the total number of the content objects in \( Z_1 \) which satisfy the binary predicate \( P \) with \( o \) is \( r_1 \) \((0 \leq r_1 \leq |Z_1|)\) and \( r_2 \leq (m - 1) \), then we have that, \( o \in Z_1' \). Similarly, for any content object \( o \) belonging to \( Z_2 \), if the total number of the content objects in \( Z_2 \) which satisfy the binary predicate \( P \) with \( o \) is \( r_1 \) \((0 \leq r_1 \leq |Z_1|)\) and \( r_2 \leq (n - 1) \), then we have that, \( o \in Z_2' \).

**Proof:** Remark 6 is more obvious. From the definition on binary function, we have the conclusion that, for any content object \( o \) in \( Z_1' \), there must exist at least \( m \) content objects in \( Z_2 \), satisfying the binary predicate \( P \) with \( o \), namely, if the total number of the content objects in \( Z_2 \) which satisfy the binary predicate \( P \) with \( o \) is less than \( m \), then have \( o \notin Z_1' \). Similarly, we can prove the later part of Remark 6 (END).
Remark 7: For any child bipartite graph \( G_C = (V_C, \ E_C) \) of \( G_0 = \left( \begin{array}{ll} V_0 & E_0 \\ \end{array} \right) \) satisfying that \( V_1 \subseteq V_0 \), \( V_2 \subseteq V_0 \), \( E_2 \subseteq E_0 \), \( |V_1| = |V_2| = n \), \( E_2 \subseteq E_0 \), \( (v_1, v_2) \notin \ E_2 \), if all the \((nm)\) complete bipartite graphs of \( G_C \) are \( G_1 = (V_1, V_2, E_1), G_2 = (V_2, V_3, E_2), \ldots, G_t = (V_t, \ V_t, E_t) \) \( (t \geq 0, \ V_0 \supseteq \ V_i, \ V_i \supseteq E_0, \ V_i \supseteq E_i, \ V_i \supseteq E_i, \ V_i \supseteq E_i, \ V_i \supseteq E_i) \) for \( i = 1, 2, \ldots, t \), then the graph \( G_{\alpha u} = (V'_1, \ V'_2, E'_2) \) \( (u \geq 0, \ V'_0 \supseteq \ V'_1, \ V'_1 \supseteq E'_0, \ V'_1 \supseteq E'_0, \ V'_1 \supseteq E'_0, \ V'_1 \supseteq E'_0) \) is a \((nu)\) complete bipartite child graph of \( G_0 \). and there doesn’t exist a \((nv)\) complete bipartite child graph of \( G_0 \) making that \( u < v \). So \( G_{\alpha u} \) is called one maximal \((n)\) complete bipartite child graph of \( G_0 \).

Proof: First we prove \( G_{\alpha u} \) is a complete bipartite child graph of \( G_0 \). Given any content object \( o \in V'_1 \), i.e., \( o \in V_{i1}, o \in V_{i2}, \ldots, o \in V_{in} \), so there must exist \( m \) edges in \( E_0 \) that connect \( o \) with any object in \( V'_1 \), \( m \) edges in \( E_0 \) that connect \( o \) with any object in \( V'_2 \), \ldots, \( m \) edges in \( E_0 \) that connect \( o \) with any object in \( V'_s \). This prove that \( G_{\alpha u} \) is an \((nu)\) complete bipartite child graph of \( G_0 \). Next we prove that, there must exist a \((nu)\) complete bipartite child graph \( G_{\alpha u} = (V'_1, \ V'_2, E'_2) \) of \( G_0 \) making that \( |V'_1| = |V'_2| = \alpha u \). We assume \( G_{\alpha u} \) existent.

Then, for any child set \( S \) with \( m \) elements of \( V'_1 \), we know that, \( G_{\alpha u} \) every object in \( S \) is adjacent with every object in \( V'_1 \) because \( G_{\alpha u} \) is a complete bipartite graph. Thus we have, that the child graph \( G = (V_0, S, E) \) \( (S = \{ o_1, o_2, \ldots, o_s \} \in S, o_1 \in V_0) \) is a \((nm)\) complete bipartite graph, so \( \alpha = |V'_1| \), \( \alpha = |V'_2| \). This is compatible with the previous assumption. So \( G_{\alpha u} \) is existent, i.e., there doesn’t exist a \((nu)\) complete bipartite child graph \( G_{\alpha u} = (V'_1, \ V'_2, E'_2) \) of \( G_0 \) making that \( |V'_1| = |V'_2| \) (END).

From Remark 7, we know that, to evaluate the binary selection function there is no need to search all the \((n)\) complete bipartite child graphs, but only need to search all the \((n)\) maximal complete bipartite child graphs. This is more efficient.

Definition 3: For a bipartite graph \( G = (V_0, V_1, E) \), \( V_1 = \{ a_1, a_2, \ldots, a_n \} \), \( V_2 = \{ b_1, b_2, \ldots, b_m \} \), make \( M_{a, b} \) be the number of the edges that connect \( a_i \) with \( b_j \), then we call the matrix \( (M_{a, b}) \) as the adjacency matrix of \( G \).

In Definition 3, we define the adjacency matrix for a bipartite graph, which is different with that of traditional graph matrix representation, because in a bipartite graph, every vertex in \( V_1 \) or \( V_2 \) is not adjacent with any in the same group. We can produce the adjacency matrix of \( M \) for \( Z_1 \) and \( Z_2 \), consequently avoiding to evaluate the binary predicate \( P \) repeatedly.

In the implementation algorithm of the immediate implementation for binary selection, we use Remark 6 and 7 to reduce the search space for evaluating the binary selection function and use the adjacency matrix to store all the results of evaluating the binary predicate \( P \), in order to reduce the predicate evaluation number. We below give the improvement implementation for a binary selection operator.

Algorithm 4: Binary selection after improvement

INPUT: a basic binary conditional item \( P \) and a query generation graph \( G \).
ASSUME that, VA(P) = \{v_1, v_2\}, the correlative numbers of \( v_1 \) and \( v_2 \) are \( n \) and \( m \) and the binary predicate contained by \( P \) is \( P \).
Read all the content objects from the vertex named by \( v_1 \) of the query generation graph \( G \) into the memory buffer; Name the memory partition with \( B_1 \);
Read all the content objects from the vertex named by \( v_2 \) of the query generation graph \( G \) into the memory buffer; Name the memory partition with \( B_2 \);
for each group of objects \( Z_1 \in B_1 \) with the same ancestor do
if there is a group of objects \( Z_2 \in B_2 \), making any object in \( Z_2 \) of the same ancestor with any in \( Z_1 \) then
Produce the adjacency matrix \( M \) for \( Z_1 \) and \( Z_2 \), namely, for any content object \( a_1, a_2 \in Z_1 \) and any object \( a_2 \in Z_2 \), if \( a_1 \) and \( a_2 \) satisfy \( \approx \), then \( M[a_1][a_2] = 1 \), or else \( M[a_1][a_2] = 0 \);
for each object \( a_1 \in Z_1 \) do if \( \sum_{a_2} M[a_1][a_2] > \sum_{a_2} M[a_1][a_2] \) \( \leq n \) then
Remove \( a_1 \) from \( Z_1 \); Remove the row corresponding to \( a_1 \) from \( M \);
end if. end for.
for each object \( a_2 \in Z_2 \) do if \( \sum_{a_1} M[a_1][a_2] > \sum_{a_1} M[a_1][a_2] \) \( \leq m \) then
Remove \( a_2 \) from \( Z_2 \); Remove the column corresponding to \( a_2 \) from \( M \);
end if. end for. (comment: use Remark 6.5 to filter \( Z_1 \) and \( Z_2 \))
for each object \( a_1 \in Z_1 \) do for each child matrix \( M' \) of \( M \) with \( n \) rows, including the row corresponding to \( a_1 \) do
if each column \( C \) of \( M' \) do if \( \sum_{a_2} M'[a_2][a_2] \leq \sum_{a_2} M'[a_2][a_2] \) \( \leq m \) then
Put the column number \( C \) into \( E \);
end if. end for. (comment: search the maximal complete bipartite child graph \( G_{\alpha u} \) of \( M' \))
if size(\( E \)) > \( m \) then (comment: means that, in \( M' \) there exist \( G_{\alpha u} \))
Remove all the content objects that correspond to each row of \( M' \) from \( Z_1 \);
Remove all the size(\( E \)) objects that correspond to those columns in \( E \) of \( M' \) from \( Z_2 \);
end if. end for.
Remove the row corresponding to \( a_1 \) from \( M \);
end if. (comment: for each object in \( Z_1 \), search its maximal complete bipartite graph)
end if. (comment (from the line 5 to 22): to evaluate the binary selection function)
end for.
Rewrite all the content objects in \( B_1 \) and \( B_2 \) into the disk as the objects’ sets of the vertices named by \( v_1 \) and \( v_2 \) of the graph \( G \). And refresh \( v_1[R] \) and \( v_2[R] \).

Similarly, we assume in Algorithm 4 that, every group \( Z_1 \) of objects in \( B_1 \) are of the same size, \( N_1 \) ones; every group \( Z_2 \) of objects in \( B_2 \) are also of the same size, \( N_2 \) ones and in \( B_1 \), in all there are \( M \) groups \( Z_1 \) satisfying the
if conditional judgment in the line 4 sentence. Then, we present the execution cost analysis for Algorithm 4 as follows:

- **Number of evaluating the binary predicate \( P \):** In algorithm 4, we only need to evaluate once the binary predicate \( P \) for any object \( a_1 \) in \( Z_1 \) with any object \( a_2 \) in \( Z_2 \); and, \( Z_1 \) and \( Z_2 \) are respectively of size, \( N_1 \) and \( N_2 \), so, such one time implementation need to make the predicate evaluation operations with the number \((N_1 \cdot N_2)\).

  So the total number of evaluating the binary predicate \( P \) in algorithm 4 is estimated as \( (M \cdot N_1 \cdot N_2) \).

- **Number of comparisons:** In algorithm 4, first based on remark 6 to filter \( Z_1 \) and \( Z_2 \) needs to traverse twice the adjacency matrix \( M \), so whose total comparison number is approximately equal to \( 2 (N_1 \cdot N_2) \). We assume the operation can’t filter any object in \( Z_1 \) or \( Z_2 \), i.e., when entering into the loop sentence from the line 12 to 22, the sizes of \( Z_1 \) and \( Z_2 \) are still \( N_1 \) and \( N_2 \). And we assume the worst instance that for every child matrix \( M’ \) of \( M \), there doesn’t exist any maximal complete bipartite graph. Then, for each object \( a_1 \) in \( Z_1 \) to search all the maximal \( n \) complete bipartite graphs that contains \( a_1 \) need to make \( N_i \geq 1 \) attempts; however, each attempt needs to make \( n N_i \) comparisons.

  So in the worst instance, the number of comparisons in Algorithm 4 is estimated as follows:

\[
2(M(N_1 N_2) + M(n N_2) \binom{N_1 - 1}{n - 1} + M(n N_2) \binom{N_1 - 2}{n - 1} + \ldots + M(n N_2) \binom{n - 1}{n - 1}) = M(n N_2) \binom{N_1 - n}{n - 1}
\]

**Preliminary comparisons for two implementations:** In the previous two sections, we have given an implementation algorithm for a binary operator and its improvement algorithm. And both are coded into UMQL query processing. By using the cost formulas derived for each algorithm, we here first make several observations.

**Observation 3:** For the two implementation algorithms for an operator of binary selection, algorithm 3 and algorithm 4, the latter always has smaller number of evaluating the binary predicate \( P \) than the former.

**Observation 4:** For the two implementation algorithms for an operator of binary selection, algorithm 3 and algorithm 4, the latter always has smaller number of comparisons than the former.

Observation 3 and 4 can be proved from the previous cost formulas. Algorithm 4 is the improvement of algorithm 3, which use the graph properties to reduce the search space for evaluating the binary selection function and use the adjacency matrix to store all the results of evaluating the binary predicate \( P \), to reduce the predicate evaluation number. These all make algorithm 4 more efficient.

**SYSTEM AND EXPERIMENT**

We have designed and implemented a prototype system (Wu et al., 2008; Cao et al., 2008; Huang, 2008) for UMQL-based multimedia information retrieval, running on Windows XP or Windows NT and developed using Visual C++ for its system server and Visual Basic for its some clients. The prototype system uses the client server methodology into its architecture, namely consists of a system server, many clients and socket application program interfaces used to connect the server with the clients (Fig. 1), where those functional components that are correlate with the processing techniques proposed in this study are shaded with points.

The system server (UMQL Server) is the essential component, whose main function is to process the UMQL queries from many clients. More specially, it would check the grammar correctness of a UMQL query; translate the UMQL query if owning correct syntax and semantics to its equivalent UMQA expression; optimize the UMQA expression to produce its query plan; interpret and implement all the operators of the UMQA query plan bottom-up; and last return the query results to the clients. All these functions are completed respectively by the child components as syntax analyzer, semantic analyzer, algebraic translator, algebraic optimizer and plan interpreter. Besides, the server is a multi-threaded application, namely for each request from client, it would create a service thread.

In the system, there may be many clients that all connect to the UMQL server using the socket application program interface. The common function of these clients is to supply a friendly interface for users, accept and transmit the users’ input UMQL queries to the server and receive and display the multimedia presentations from the server. The clients that we presently have implemented include a UMQL textual environment and a VMQ visual one, where the former is a textual interface, whose implementation is relatively effortless and the latter is
based on a visual query language called VMQ (Wu et al., 2008), of the equivalent ability with UMQL on multimedia query specification, which is a icon-based graphical query language.

Using the prototype system, we performed experiments on an Intel Pentium IV 1.6 GHz machine with 512 MB RAM and running Windows XP Professional OS, in order to assess the effectiveness of our implementation algorithms for new UMQA operators.

For the implementations of structure expansion operators, algorithm 1 and 2, their experiments were run on a series of randomly generated objects' collections, where collections sizes ranged from 10 to 2000 pages (each page with 32 kb) and each page of every collection assigned to contain 64 content objects. In each experiment, the two algorithms owned the same input objects’ collections, but for algorithm 1, they were all sorted by oids and for algorithm 2, they were assigned with unique prefix codes and there was a B+ tree cluster index with rank 50 on the codes. For our experiments, we generated seven structure expansion operators, P₁ to P₇, where Pₙ(n = 1, 2, ..., 7) had(n + 1) collection attributes in its input path expression and the size of each objects' collection was increased gradually. Then, we experimented to see how the two implementation algorithms behave on accessing disk number, comparisons number and total execution costs. The experimental results are presented as Fig. 2.

In Fig. 2a, a comparison of the performance on accessing disk shows that algorithm 2 that is with code index scheme always has smaller number of disk accesses than algorithm 1 without using prefix codes, which is
Fig. 3: Performance comparisons on binary selection implementations, (a) performance on evaluating P, (b) performance on making comparisons and (c) efficiency performance accordant with observation 1 and besides, with the number increase of middle objects’ collections (namely, with the increase of collection attributes in the input path), algorithm 2 behaves with better and better accessing disk performance. In Fig. 2b, the experiments on the number of making comparisons show that algorithm 2 always has smaller number of making comparisons than algorithm 1, which is accordant with observation 2 and besides, because to search all the children for a given content object is very time-consuming for algorithm 1 but just opposite for algorithm 2, the performances for the two implementations on comparisons number are with difference of several magnitudes. Therefore, in Fig. 2c, a comparison for the total execution performance shows that, for the two implementation algorithms of structure expansion operators, algorithm 1 and 2 both behave as acceptable performance (not more than 3000 m sec), but algorithm 2 always behaves with the better execution efficiency than algorithm 1 (not more than 1000 m sec) and besides, the total algorithm execution costs are mainly dominated by accessing disk operations.

For the implementations on binary selection operators, algorithm 3 and 4, each experiment of them was run on a pair of randomly generated objects’ collections, where collections sizes ranged from 1000 to 2000 pages, each page also assigned to contain 64 content objects and all the content objects of the same collection sorted by their oids. For each pair of objects collections, every object’s group of the same ancestor was of size varied randomly from five to ten objects and there was its counterpart in the other collection. For each experiment, the two algorithms owned a same input pair of objects’ collections. For our experiments, we generated seven binary feature selection operations, B_1 to B_7, where in each selection operation, the variable correlative numbers n and m were varied randomly from one to three and the feature binary predicate was same, whose evaluation cost was approximately equivalent with 1000 normal comparison operations. Then we experimented to see how the two algorithms behave on predicate evaluation number, comparisons number and total execution costs. The experimental results are presented as Fig. 3.

In Fig. 3a, a comparison of the number on evaluating relatively more expensive binary feature predicate shows that for the two implementations of binary selection operators, algorithm 4 always has smaller predicate evaluation number than algorithm 3, accordant with observation 3 and the number difference is with some magnitudes, which denotes that the adjacency matrix buffer technique that is introduced into algorithm 4 is effective. In Fig. 3b, the experiments on the number of making comparisons show that algorithm 4 always has smaller number of making comparisons than algorithm 3, accordant with observation 4 and for algorithm 3, its comparisons number is approximately accordant with its predicate evaluation number. In Fig. 3c, a comparison of the total performance shows that, algorithm 1 and 2 both behave as acceptable performance (not more than 6000 m sec), but algorithm 4 always behaves as the better execution efficiency than algorithm 3 (not more than 2000 m sec). In the experiments, the correlative numbers and the size of objects’ group pair have important influence on the algorithm total performance.

CONCLUSION

In this study, we have given the processing techniques for querying multimedia content information efficiently, i.e., mainly discussed the efficient implementations of UMQL new operators and given their implementation algorithms. These algorithms have been coded into the UMQL-based multimedia information system. Finally, the experimental results of performing these implementation algorithms show that the processing
techniques proposed in this study for querying multimedia content information are feasible and applicable.
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