A Computer Algorithm for Optimizing to Extract Effective Diffusion Coefficients of Drug Delivery from Cylinders
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Abstract: In this study, we propose a computer optimization algorithm for estimating effective diffusion coefficients of drug delivery from a cylinder to an external cylindrical finite volume. We first write the diffusion equation in the polar-coordinate form and then a finite difference scheme for the diffusion equation is developed for solving the equation. The diffusion coefficient extraction is formulated as a least squares problem. To solve the least-squares problem defining the unknown diffusivity, a computer algorithm of Gauss-Newton type is proposed. Numerical results are presented to validate the numerical methods proposed.
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INTRODUCTION

Diffusion and convection-diffusion processes appear in many areas such as geo-physics, engineering, biomedical science (Mwellott et al., 2001; Fu et al., 1976; Grassi and Grassi, 2005; Siepmann et al., 1998; Crawford et al., 2002; Hicks et al., 2003). In many cases, diffusion coefficients, or diffusivity, are unknown and need to be identified using experimentally or exploratory observed data. While a diffusion process can be governed by a function of space, time and concentration of substance, in practice, we normally find a constant diffusion coefficient to approximate the process. The design of controlled drug delivery devices has attracted much of attention for that which the effective diffusivity of a device is critical to its functionality and performance (Lou et al., 2005; Price Jr. et al., 1997; Asaoka and Hirano, 2003; Hukka, 1999; Kehne et al., 2002). Although the diffusivity of a drug delivery system is determined mainly by the porosity and some other properties of the materials (Lou et al., 2005; Price Jr. et al., 1997; Asaoka and Hirano, 2003), when these properties are known, how to extract the effective diffusivity of the system becomes a major concern. There are various existing techniques for the identification of effective diffusivity. These techniques are based on either empirical or semi-empirical models from drug delivery mechanism or on analytical solutions of the diffusion equation in 2D or in the special cases (Price Jr. et al., 1997; Asaoka and Hirano, 2003; Kehne et al., 2002). In practical application, devices are always three-dimensional. It is difficult to extract the diffusion parameters if only depending on the empirical or semi-empirical models. However, for the analytical solution, the cases only are limited in 2D or special devices (Wang and Lou, 2007; Lou et al., 2004). Therefore, in order to better analyze 3D cases, it is necessary to establish new numerical methods to extract the diffusion coefficients from the diffusion and convection-diffusion processes. In this study, we shall propose a numerical method based on a finite difference scheme to estimate the diffusion coefficient from the 3D drug delivery system. Finally, numerical results are shown to illustrate the convergence and usefulness of the optimization method.

THE PROBLEM

Consider a device of cylinder with radius \( r_1 \) and height \( h_1 \), loaded an amount \( M_0 \) of drug. This device is placed in a cylindrical container of radius \( r_2 \) and height \( h_2 \), filled with liquid. The configuration is shown in Fig. 1. We let the regions of the device and the container be denoted respectively by \( \Omega_1 \) and \( \Omega_2 \). The diffusion process of this problem with a constant coefficient is governed by the following equation in Cartesian coordinates:
\[ \frac{\partial C(r, \theta, z, t)}{\partial t} = D \frac{\partial^2 C}{\partial r^2} + \frac{\partial C}{\partial r} + \sum_{k} \frac{\partial^2 C}{\partial \theta^2} + \frac{\partial^2 C}{\partial z^2} = 0, \quad t > 0, (r, \theta, z) \in \Omega \]
\[ \frac{\partial C(x, y, z, t)}{\partial t} = 0, \quad t > 0, (x, y, z) \in \partial \Omega \]
\[ C(x, y, z, 0) = H(x, y, z), \quad (x, y, z) \in \Omega \]

where, \( D \) is a constant and \( C(x, y, z, t) \) is the unknown concentration.

For the initial condition \( H(x, y, z) \), we assume that at \( t = 0 \), the concentration is uniform in the device and zero in liquid, i.e.:

\[ H(x, y, z) = \begin{cases} \frac{M^0}{V_0} & t > 0, (x, y, z) \in \Omega \\ 0 & (x, y, z) \in \Omega \setminus \Omega_i \end{cases} \]

Therefore, the process to determine the diffusion coefficient \( D \) is equivalent to solving the following optimization problem.

**Problem 1:** Find \( D \) to satisfy:

\[ \lim_{n \to 0} \left\{ \left( M_1 - M_1^0 \right)^2 + \left( M_2 - M_2^0 \right)^2 + \cdots + \left( M_n - M_n^0 \right)^2 \right\} \]

where, \( M_1^0, M_2^0, \ldots, M_n^0 \) are given experimental data and \( M_1, M_2, \ldots, M_n \) are computed using the following expression:

\[ M_i = \iint_{\Omega_i} C(x, y, z, t) \, dx \, dy \, dz, i = 1, 2, \ldots, e \]

with \( C(x, y, z, t) \) being the solution to Eq. 1.

To compute \( C \), we shall compute Problem 1 in the polar coordinates. Therefore, Problem 1 can be transformed into the following Problem 2.

**Problem 2:** Find \( D \) to satisfy:

\[ \lim_{n \to 0} \left\{ \left( M_1 - M_1^0 \right)^2 + \left( M_2 - M_2^0 \right)^2 + \cdots + \left( M_n - M_n^0 \right)^2 \right\} \]

where, \( M_1, M_2, \ldots, M_n \) are computed as the following equations:

\[ M_i = \iint_{\Omega_i} C(r, \theta, z, t) \, dr \, d\theta \, dz, \quad i = 1, 2, \ldots, e \]

and \( C(r, \theta, z, t) \) is governed by the following polar coordinate diffusion equation:

\[ \frac{\partial C(r, \theta, z, t)}{\partial t} = \frac{\partial}{\partial r} \left( D \frac{\partial C}{\partial r} \right) + \frac{\partial^2 C}{\partial \theta^2} + \frac{\partial^2 C}{\partial z^2} = 0, \quad t > 0, (r, \theta, z) \in \Omega \]

with the initial condition:

\[ H(r, \theta, z) = \begin{cases} \frac{M^0}{V_0} & 0 < r \leq r_i, 0 < z \leq h_i \\ 0 & (r, \theta, z) \in \Omega \setminus \Omega_i \end{cases} \]

**DISCRETIZATION**

To determine the diffusion coefficients \( D \), it is necessary to solve the partial differential Eq. 7. Here, we propose a finite difference scheme for the discretization of Eq. 7.

Let the intervals \((0, 2\pi), (0, r_i)\) and \((0, h_i)\) be divided uniformly into \( P, Q \) and \( R \) sub-intervals, respectively with the respective interval lengths \( \Delta r, \Delta \theta \) and \( \Delta z \), where, \( P, Q \) and \( R \) are given positive integers. This defines a mesh for the container region with mesh nodes \((\theta_i, r_j, z_k)\) for \( i = 1, \ldots, P, j = 1, \ldots, Q \) and \( k = 1, \ldots, R \). For a given time step length \( \Delta t \) and a given positive integer \( T \), we let \( t = 1, 2, \ldots, T \) for \( t_i = (i-1)\Delta t \). Using this partition in space and time, we define the following approximations for the derivatives appearing in Eq. 7:

\[ \frac{\partial C}{\partial t} \approx \frac{C^{i+1} - C^i}{\Delta t} \]
\[ \frac{\partial C}{\partial \theta} \approx \sum_{k} \frac{C_{i,j+1,k} - C_{i,j,k}}{\Delta \theta} \]
\[ \frac{\partial^2 C}{\partial r^2} \approx \sum_{j} \frac{C_{i+1,j,k} - 2C_{i,j,k} + C_{i-1,j,k}}{\Delta r^2} \]
\[ \frac{\partial^2 C}{\partial \theta^2} \approx \sum_{i} \frac{C_{i,j+1,k} - 2C_{i,j,k} + C_{i,j-1,k}}{\Delta \theta^2} \]
\[ \frac{\partial^2 C}{\partial z^2} \approx \sum_{j} \frac{C_{i,j+1,k} - 2C_{i,j,k} + C_{i,j-1,k}}{\Delta z^2} \]

Using Eq. 9-13 and 7 can be discretized into the following difference equation system:
for all admissible $C_{i,j,k}$ where, $D_i, D_j, \ldots, D_l$ are defined by:

$$
D_i = \frac{D}{\Delta x^i},
$$

$$
D_j = \frac{D}{\Delta x^j},
$$

$$
D_k = \frac{D}{\Delta x^k},
$$

$$
D_l = \frac{D}{\Delta x^l},
$$

$$
D_0 = D_0 = \frac{D}{\Delta x^0}.
$$

This defines a linear system for the unknowns $C_{i,j,k}$ for all admissible $i, j, k, l$.

We comment that a uniform partition is used in the above discussion for brevity of notation, it is obvious that the discretization scheme is also true for non-uniform partitions.

**Numerical Methods for Solving the Least-Squares Problem**

In this section, we will present some algorithms for Problem 2. Let:

$$
E(D) = (M_1 - M_1^*)^2 + (M_2 - M_2^*)^2 + \ldots + (M_i - M_i^*)^2 + (M_i - M_i^*)^2 A(M - M^*)
$$

where, $M = (M_1(D), M_2(D), \ldots, M_t(D))^T$ and $M^* = (M_1^*, M_2^*, \ldots, M_t^*)^T$.

We now consider the numerical solution of Problem 2. Starting from an initial guess $D_0$, Problem 2 can be solved iteratively. At each step an increment $\delta D'$ is calculated such that:

$$
E(D' + \delta D')
$$

is minimized with respect to $\delta D'$. $D'$ and $\delta D'$ are the $i$th approximation and $i$th increment of $D$, respectively. The iterative procedure continues until the relative error:

$$
\frac{||M - M^*||}{||M^*||} < \frac{1}{2}
$$

is smaller than a given small positive constant.

**The Gauss-Newton Method**: To calculate the increment $\delta D'$ at each step, in this study, based on the idea given by Lee et al. (1999), one Gauss-Newton method is established.

Taylor's formula for vector valued functions gives:

$$
M = M' + J_i \delta D' + \frac{1}{2} \left((\delta D')^T G\right)
$$

where,

$$
J_i = \left(\frac{\partial M_1(D)}{\partial D'}, \frac{\partial M_2(D)}{\partial D'}, \ldots, \frac{\partial M_t(D)}{\partial D'}\right)^T
$$

and $G$ denotes the second derivative vector of $M'$ evaluated at $D' + \rho \delta D'$ with $0 < \rho < 1$. In this study, we set $\rho = 1$. Omitting the second order terms in Eq. 17, we have:

$$
M = M' + J_i \delta D'
$$

When $\delta D'$ is small, $E(D' + \delta D')$ can be approximated by:

$$
E(D' + \delta D') = (M' + J_i \delta D' - M')^T A(M' + J_i \delta D' - M') + (J_i \delta D')^T A J_i \delta D' + (J_i \delta D')^T A (M' - M')^T A (J_i \delta D')
$$

This is a quadratic form in $\delta D'$ and the minimum point $\delta D'^*$ of this quadratic function satisfies:

$$
\Delta E(D' + \delta D^*) = 0
$$

which leads to:

$$
(J_i)^T A (J_i) \delta D'^* = -J_i^T A (M' - M^*)
$$

The solution to Eq. 20 defines the $i$th search direction called the Gauss-Newton direction. Solving Eq. 20 gives:
\[
\delta D^* = -((J_i)^T A(J_i))^{-1} J_i^T A (M^* - M^*)
\] (21)

The new approximation to the diffusion coefficients \( D \) is then defined as:
\[
D^{i+1} = D^i + \delta D^i
\] (22)

**Evaluation of partial derivatives in \( J_i \):** In order to obtain the \( i \)th search direction \( \delta D^i \), from Eq. 21, it is necessary to compute all the partial derivatives in \( J_i \) for \( D^i \). In what follows, we shall present an algorithm to compute \( J_i \).

From Eq. 6, we get the following equation:
\[
\frac{\partial M_i}{\partial D} = \int_0^{\tau_z} \int_0^{\eta_z} \int_0^2 \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \delta \theta \delta r \delta z, \quad i = 1, 2, \ldots, e
\] (23)

In order to obtain the derivative \( \frac{\partial M_i(\theta, r, z, t, D)}{\partial D} \) using Eq. 23, we firstly compute the derivatives \( \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \). For any computed diffusion coefficient \( D^i \), we let:
\[
DD^i = D^i \times (1 + \delta)
\]
where, \( \delta \) is a small constant. Based on the diffusion Eq. 1 and the \( i \)th step diffusion coefficients \( D^i \) and \( DD^i \), we can compute the concentration \( C \) of \( D^i \) and the concentration \( C^i \) of \( DD^i \). Using the following difference formula:
\[
\frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \approx \frac{C_i - C_{i+1}}{D^i \times \delta}
\] (24)

the derivative \( \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \) can be approximated.

Therefore, from Eq. 23, the derivative \( \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \) can be obtained as follows:
\[
\frac{\partial M_i}{\partial D} = \int_0^{\tau_z} \int_0^{\eta_z} \int_0^2 \frac{C_i - C_{i+1}}{D^i \times \delta} \delta \theta \delta r \delta z, \quad i = 1, 2, \ldots, e
\] (25)

We comment that the above partial derivatives \( \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \) are computed by the finite difference method shown as above. If the discrete value of the partial derivatives \( \frac{\partial C(\theta, r, z, t, D^i)}{\partial D} \) are obtained, the discrete value of the partial derivatives \( \frac{\partial M_i(\theta, r, z, t, D)}{\partial D} \) can be approximated by the Eq. 23.

**THE LEAST-SQUARES COMPUTER ALGORITHM**

The following algorithm is based on the numerical methods presented in the previous sections. Let \( M_i \), \( i = 1, 2, 3, \ldots, e \) be a set of the mass points by the numerical equation and \( M^* \) be a set of the experimentally measured mass at \( t_i \) for each \( i = 1, 2, 3, \ldots, e \). The diffusion coefficient \( D \) can be determined by the following least squares (LSQ) algorithm.

**ALGORITHM LSQ**

**Step 1:** Choose a positive integer \( N \), let \( E_{\text{opt}} = \text{constant} \), set \( i = 1 \) and \( j = 1 \) and give the initial value of \( D \), then go to step 2

**Step 2:** If \( j \leq e \), solve the diffusion equation by the formula Eq. 14 to obtain the concentration in the time interval \([t_{i-1}, t_i]\), go to step 3, otherwise, go to step 5

**Step 3:** Compute the derivatives of the concentration in the time interval \([t_{i-1}, t_i]\), go to step 4

**Step 4:** Compute the mass \( M_i \) using the diffusion coefficient \( D \) by the formula (6), set \( j = j + 1 \), go to step 2

**Step 5:** Based on Eq. 23, compute the derivatives of the diffusion mass for the diffusion coefficient, go to step 6

**Step 6:** Compute the \( E(D) \) by Eq. 16, if \( E(D) > E_{\text{opt}} \), go to step 9, otherwise, go to step 7

**Step 7:** Compute the derivative vector \( \frac{\partial M_i(\theta, r, z, t, D)}{\partial D} \), formulate the derivative vector \( J_i \) and get the \( i \)th search direction \( \delta D^i \) by the formula (21), go to step 8

**Step 8:** Set \( D = D^i + \delta D^i \), \( i = i + 1 \) and \( j = 1 \), go to step 2

**Step 9:** Output the optimal diffusion parameter \( D \) and stop

**NUMERICAL EXAMPLES**

To verify the usefulness of the numerical methods, numerical experiments were performed. In the numerical experiments, non-uniform partitions are used.

Only testing the validity of the computer algorithm, for the brief, we only introduce the mathematical and computer model, not considering the material. The test problem done by the school of mathematics and statistics in UWA in 2007 is a cylindrical device placed in a cylindrical container shown in Fig. 1 with their sizes given in Table 1. Table 2 lists the experimental release data \( \left(M_i^* / M_i \right) \) at the different time points in the lab. In order to reduce the computing time, we first solve this optimization
problem using the initial starting point $D_i = 1 \times 10^{-3}$ using the mesh parameters $\Delta t = 100\text{s}$, $\Delta r = 0.002$, $\Delta z = 0.002\text{cm}$, $\Delta r = 0.04\text{cm}$ and $\Delta \theta = 0.8\text{cm}$. Table 3 gives the computed data ($M_i/M_e$) from the first 6 iterations and the last 4 iterations by the computer algorithm. We then reduce the mesh sizes to $\Delta t = 50\text{s}$, $\Delta r = 0.001\text{cm}$, $\Delta z = 0.02\text{cm}$ and $\Delta \theta = 0.8\text{cm}$ and use the results from the 6th iteration, $D_i = 2.25276 \times 10^{-6}$ and the initial guess to continue our computation for 4 more iterations. Table 4 shows the step distances and the errors for the drug releasing delivery system by the optimal algorithm. In the numerical experiments, we set the error in each step as:

$$\text{Total Error}(i) = \sum_{j=1}^{12} (\text{Compute\ Data}(j) - \text{Experiment}(j))^2$$

Table 4 shows the step distances of the computer searching algorithms. Table 5 gives the total error between the lab data and the computed data by the computer algorithm. Figure 2 plots the computed diffusion coefficients. Figure 3 plots the release profile. From Table 4, 5, Fig. 2 and 3, the optimal algorithm based on FD is convergence. From the last lines in Table 5, the least-squares error is small. Figure 4 plots the fitted curves which also indicated that the computed results ($M_i/M_e$) are very close to the experiment data ($M_i/M_e$). Therefore, from the analysis of the computed data, the optimization algorithm based on FD is valid.

Table 3: Computed releasing data ($M_i/M_e$) for the different time in the drug releasing delivery system from No.1-12 by the computer algorithm

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0175</td>
<td>0.0546</td>
<td>0.1253</td>
<td>0.1376</td>
<td>0.1300</td>
<td>0.1488</td>
<td>0.1515</td>
<td>0.1515</td>
<td>0.1515</td>
<td>0.1516</td>
<td>0.1516</td>
<td>0.1516</td>
</tr>
<tr>
<td></td>
<td>0.0282</td>
<td>0.0847</td>
<td>0.1853</td>
<td>0.2029</td>
<td>0.1915</td>
<td>0.2179</td>
<td>0.2217</td>
<td>0.2217</td>
<td>0.2217</td>
<td>0.2218</td>
<td>0.2218</td>
<td>0.2218</td>
</tr>
<tr>
<td></td>
<td>0.0372</td>
<td>0.1081</td>
<td>0.2135</td>
<td>0.2655</td>
<td>0.2381</td>
<td>0.2699</td>
<td>0.2744</td>
<td>0.2744</td>
<td>0.2744</td>
<td>0.2745</td>
<td>0.2745</td>
<td>0.2745</td>
</tr>
<tr>
<td></td>
<td>0.0452</td>
<td>0.1783</td>
<td>0.2697</td>
<td>0.2936</td>
<td>0.2768</td>
<td>0.3128</td>
<td>0.3179</td>
<td>0.3179</td>
<td>0.3179</td>
<td>0.3180</td>
<td>0.3180</td>
<td>0.3180</td>
</tr>
<tr>
<td></td>
<td>0.0589</td>
<td>0.2090</td>
<td>0.3325</td>
<td>0.3608</td>
<td>0.3399</td>
<td>0.3823</td>
<td>0.3882</td>
<td>0.3882</td>
<td>0.3882</td>
<td>0.3883</td>
<td>0.3883</td>
<td>0.3883</td>
</tr>
<tr>
<td></td>
<td>0.0761</td>
<td>0.2597</td>
<td>0.4066</td>
<td>0.4394</td>
<td>0.4317</td>
<td>0.4620</td>
<td>0.4687</td>
<td>0.4687</td>
<td>0.4687</td>
<td>0.4688</td>
<td>0.4688</td>
<td>0.4688</td>
</tr>
<tr>
<td></td>
<td>0.0983</td>
<td>0.3206</td>
<td>0.4953</td>
<td>0.5320</td>
<td>0.5005</td>
<td>0.5525</td>
<td>0.5595</td>
<td>0.5595</td>
<td>0.5595</td>
<td>0.5597</td>
<td>0.5597</td>
<td>0.5597</td>
</tr>
<tr>
<td></td>
<td>0.2044</td>
<td>0.3957</td>
<td>0.7852</td>
<td>0.8158</td>
<td>0.7633</td>
<td>0.8010</td>
<td>0.8057</td>
<td>0.8057</td>
<td>0.8057</td>
<td>0.8058</td>
<td>0.8058</td>
<td>0.8058</td>
</tr>
<tr>
<td></td>
<td>0.2370</td>
<td>0.4801</td>
<td>0.8357</td>
<td>0.8629</td>
<td>0.8060</td>
<td>0.8810</td>
<td>0.8421</td>
<td>0.8421</td>
<td>0.8421</td>
<td>0.8422</td>
<td>0.8422</td>
<td>0.8422</td>
</tr>
<tr>
<td></td>
<td>0.2991</td>
<td>0.5420</td>
<td>0.903</td>
<td>0.9232</td>
<td>0.8714</td>
<td>0.8857</td>
<td>0.8866</td>
<td>0.8866</td>
<td>0.8866</td>
<td>0.8867</td>
<td>0.8867</td>
<td>0.8867</td>
</tr>
<tr>
<td></td>
<td>0.3133</td>
<td>0.6458</td>
<td>0.9418</td>
<td>0.9336</td>
<td>0.8960</td>
<td>0.8937</td>
<td>0.8964</td>
<td>0.8964</td>
<td>0.8964</td>
<td>0.8965</td>
<td>0.8965</td>
<td>0.8965</td>
</tr>
</tbody>
</table>

Table 4: Iterated step distances and the errors for the drug releasing delivery system by the optimal algorithm

<table>
<thead>
<tr>
<th>Iter No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta D$</td>
<td>$4.588 \times 10^{-7}$</td>
<td>$7.591 \times 10^{-7}$</td>
<td>$9.792 \times 10^{-7}$</td>
<td>$3.707 \times 10^{-7}$</td>
<td>$6.41 \times 10^{-1}$</td>
<td>$-2.429 \times 10^{-9}$</td>
</tr>
<tr>
<td>$D$</td>
<td>$0.539 \times 10^{-6}$</td>
<td>$1.298 \times 10^{-6}$</td>
<td>$2.093 \times 10^{-6}$</td>
<td>$2.466 \times 10^{-6}$</td>
<td>$2.530 \times 10^{-6}$</td>
<td>$2.527 \times 10^{-6}$</td>
</tr>
<tr>
<td>Errors</td>
<td>0.1450</td>
<td>0.0440</td>
<td>0.0357</td>
<td>0.0357</td>
<td>0.0357</td>
<td>0.0357</td>
</tr>
</tbody>
</table>
CONCLUSION

In this study, we developed some mathematical optimal numerical methods based on the finite difference method for estimating effective diffusiveness of a drug from a delivery device of tube geometry in three dimensions to an external finite volume. Numerical experiments were performed and the numerical results show the usefulness of the methods developed.
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