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Abstract: The aim of the study is to improve the security of Rijndael key scheduling by increasing the bit confusion and diffusion of the Rijndael subkey. Rijndael is a block cipher designed by Joan Daemen and Vincent Rijmen. It is a combination of security, performance, efficiency, implementability and flexibility that makes it the best selection for Advanced Encryption Standard (AES). However, the 128 bit Rijndael key schedule does not satisfy the frequency (bit confusion) test for majority of subkeys and does not satisfy the avalanche (bit diffusion) test for any subkeys. These contribute to some attacks in the key schedule. Thus, a new transformation method which is called Shiftrow is proposed into the 128-bit Rijndael Key Schedule based upon information principles (bit confusion and diffusion properties). The new method has shown positive results in terms of the bit confusion and diffusion of subkey and it has increased bit confusion and diffusion compared to the subkey of the original Rijndael key schedule.
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INTRODUCTION

Cryptography is the science of encoding and decoding secret messages (Alex-Brennen, 2004). The term cryptanalysis is the study of cryptographic algorithms or resulting ciphertext in order to determine their strengths and potential weaknesses. Often such analysis is performed to break an encryption algorithm or in order to perform key recovery. There are two types of cryptosystems: symmetric and asymmetric key. Both encrypt messages use computer algorithm and provide users with the secrecy through the use of cryptographic keys but still, there are differences in the way the keys are being used. A symmetric cryptosystem has a single key, which is used for both encrypting and decrypting messages.

Mathematical process is used in an algorithm to transform plaintext into ciphertext and vice versa, with each transformation depending on the value of the key. Data Encryption Standard (DES) is a well-known example of symmetric cryptosystem. Others are Triple DES, IDEA, RC2, RC4, RC5 and Blowfish. In contrast to symmetric cryptosystem, public-key or asymmetric cryptosystem uses complementary pair of keys to separate the process of encryption and decryption. One key is considered a pair, with the private key kept secret while the other is made public. However, this research focuses on symmetric-key cryptosystem only.

In 1997, the National Institute of Standards and Technology (NIST) US (an agency of the US Department of Commerce’ s Technology Administration), initiated a process to select a symmetric-key encryption algorithm to be used to protect sensitivity (unclassified) of Federal Information in furtherance of NIST’s statutory responsibilities and to be adopted as Advanced Encryption Standard (AES).

In the same year, NIST announced the acceptance of fifteen candidate algorithms and requested assistance of the cryptographic research community in analyzing the candidates. NIST reviewed the results of the preliminary research and selected Rijndael, Twofish, RC6TM, MARS and Serpent as finalists. Having reviewed further public analysis of the finalists, NIST has decided to propose Rijndael as the Advanced Encryption Standard (AES). Rijndael is a block cipher designed by Joan Daemen and Vincent Rijmen.

There are many other further analysis and improvements that have been done on Rijndael (Daemen and Rijmen, 1999). McLoone and McCanny (2001) proposed Field Programmable Gate Arrays (FPGAs) Rijndael encryption design, utilizes look-up tables to implement entire Rijndael round function. In the same year, Jing et al. (2001) derived a new algorithm for computing inverse in GF(2^m) on the standard basis. Sklavos and Koufopavlou (2002) designed alternative architectures and VLSI implementation designs. Zhang and Parhi (2002) addressed various approaches for
efficient hardware implementation of the AES algorithm. Phan (2004) analyzed the impossible differential cryptanalysis on the AES up to 7 rounds.

One of the main strengths of the block cipher is based on key scheduling (May et al., 2002). The goal of a strong key schedule is to overcome any perceived weakness which may be used to attack the block cipher system. Although, key schedule has been studied for many years, many mathematical properties and weaknesses of these designs are insufficiently discovered to make the block cipher fully secured. In particular, the design of the block cipher does not focus on key schedule (specifically, bit diffusion) as extensively as to the encryption process. In contrast to the serious efforts applied to algorithm design, the aspect of the key schedule has received comparatively little attention. This is despite the fact that published block ciphers are vulnerable to known attacks that exploits the weaknesses of their key schedules. Often, an attack is based on one or more insights into aspects of cipher key behavior to deduce information about the cipher key (Daemen et al., 1993; Knudsen, 1994).

Ferguson et al. (2000) examined the security of the AES candidate Rijndael, described several new attacks and unexpected properties of the cipher and introduced the "partial sum" technique, which substantially reduces the workfactor of the dedicated square attack. According to Ferguson, compared to the cipher itself, the Rijndael key schedule appears to be a more ad hoc design and the key schedule does not achieve its stated design goals, especially for 192 and 256 bit keys and it has much slower diffusion structure that the cipher and contains relatively few non-linear elements. Similarly, Phan (2004) analyzed the attack (impossible differential cryptanalysis) on the AES up to 7 rounds. However, in order to make the attack look computationally infeasible, significant properties are frequently approximated. There are certain properties (e.g., bit confusion and bit diffusion) either theoretically or computationally which shall decrease the weaknesses of the key scheduling. In cryptography, confusion and diffusion are two properties for a secure cipher which was identified by Bauer (2007). These properties are bit confusion and bit diffusion that shall be applied in this research. An important theoretical underpinning for bit confusion and bit diffusion is the idea of frequency and Strict Avalanche Criterion (SAC), respectively. The SAC obviates the need for a widely used approximation, allowing more accurate evaluation of the bit diffusion to key schedule.

May et al. (2002) proposed and analyzed an efficient and more secure key schedule. However, there is a large unexplored area of research concerning the bit diffusion. To combat this weakness, a function, ShiftRow() transformation is added to the Rijndael key schedule design to diffuse the keys in order to increase the security of a block cipher. The ShiftRow transformation operates on the rows of the state to provide diffusion (Savard, 2001).

**MATERIALS AND METHODS**

The focus of this stage is to identify the exact obstacles of Rijndael key schedule. For that purpose, the existing papers until the current issues of the AES as general and Rijndael in specific have been reviewed to understand and to find out the related obstacles of the block cipher and cipher key. The previous and the latest improvement of the AES are studied, thus giving a complete identification of it. After having reviewed the related papers, it was found that there is security vulnerability in the AES algorithm especially in the key schedule design. This is the core idea where the obstacle of this study is derived from. The experiment was carried out at the Faculty of Computer Science and Information Technology, University Putra Malaysia on 2008.

**Input requirement:** The 128 bit key is suitable as the input in this study. This is due to the fact that the different subtests in the SAC test (e.g., for different bit length; 128, 192, or 256 bits) do not seem to be obviously related (Castro et al., 2004). Also, in Nechvatal et al. (2000) stated that 128 bit input is a minimum requirement for the block size. The input can be divided into two types: random key and non-random key. The random key is generated from the Pseudo Random Number Generator (PRNG) (e.g., 2 B, 7 E, 1 5, 1 6, 2 8, A E, D 2, A 6, A B, F 7, 1 5, 8 8, 0 9, F F, 4 F, 3 C) while the non-random key is taken based on the user's own data input (e.g., 1 2, 3 4, 5 6, 7 8, 9 A, B C, D E, F 1, B 3, A 4, 2 1, 0 0, 0 0, 0 0, 1 2, C D). The data inputs are provided in hexadecimal rather than in binary form to be organized easier. The inputs are inserted at the beginning of the key schedule transformation. Then, each input will produce 10 subkeys in hexadecimal form.

**Performance measurement:** It is important to make sure that the result satisfies the value needed in key schedule. To measure the results, it was found that two statistical tests have to be performed in this experiment to evaluate the diffusion of Rijndael key schedule; the frequency test (May et al., 2002) and the Strict Avalanche Criterion (SAC) test.

For the frequency test (from NIST package), the p (probability) value is used. The p-value must be greater
than or equal to 0.01. If the p-value is less than 0.01, it was caused by too many zeros exist in the data input.

For the SAC test (from SPSS software using the one-sample Kolmogorov-Smirnov test (1-sample K-S test)), D value is used that is a product of the largest absolute difference between the empirical distribution (sample observed) and theoretical distribution (hypothesis). The observed D values should be less than 1.628 or 1.949 to indicate that the bit diffusion is satisfied at the 1 or 0.1% critical level in order to increase the security of block cipher algorithm, respectively.

**Design and description of Shiftrow:** As mentioned by Bauer (2007), confusion and diffusion are two properties for a secure cipher. Shiftrow plays its roles by shifting the places of bytes in a state where it automatically affects the output result of the state which contributes to the properties that will increase the security of Rijndael. So, that is why we choose Shiftrow as the method in this study.

Shiftrow is used in block cipher algorithm. The Shiftrow transformation operates on the rows of the state, providing diffusion. In this step, the rows of the state block are shifted to the left, using different offsets for each row. The first row (row 0) is offset by 0; in other words, it does not change. The shift offsets for the remaining rows depending on the length of the block. In a 128 bit block, represented as a 4x4 matrix, the second row (row 1) is shifted to the left by one byte, the third row (row 2) is shifted to the left by two bytes and the fourth row (row 3) is shifted to the left by three bytes. This transformation ensures that the different bytes in each row do not interact solely with their corresponding bytes in other rows (Savard, 2001).

In the state, both the MixColumn and Shiftrow transformation are linear operations that work together to ensure that all of the bytes in a block affect each other, thereby generating high diffusion over multiple rounds (Daemen and Rijmen, 1999). Similarly, Row shifting in the AES corresponds to permutation P in the DES. Both the Shiftrow transformation and permutation P provide diffusion (Wright, 2001). These descriptions indicate that using the Shiftrow, diffusion is attained; thus clarifying the decision to use Shiftrow in the Rijndael key scheduling in order to improve the diffusion of Rijndael subkey. In the key scheduling, the Shiftrow transformation operates in the same steps as well as in the block cipher. The only difference is the Shiftrow in the block cipher operates on the rows of the state, while Shiftrow in the key scheduling operates on the rows of the subkey. In addition, if the value of subkey distribution is less than 1.628 or 1.949, diffusion is applies. Otherwise, the diffusion is not applies.

![Fig. 1: The performance comparison process between the original and the new rijndael key scheduling algorithm](image)

**Implementation:** Random and Non-Random data input are collected. A selected programming language (C++) is used in writing the program code (for a new key schedule approach). The complete program is run under the suitable computer platform (Windows XP) by using the selected data input. The produced output is evaluated using two tests, the frequency test and the SAC test. The values produced by these tests are measured, statistically. The whole values are then illustrated in graph and chart. The complete implementation of this experiment is shown in Fig. 1.

**THE PROPOSED APPROACH**

Here, we describes the new approach of Rijndael Key Expansion (Fig. 2). As mentioned earlier, the original Rijndael Key Expansion uses a round function that consists of three different byte-oriented transformations; RotWord, SubBytes and RCon. However, in the new approach, ShiftRow transformation is added into the original Rijndael Key Expansion. Thus, the new approach of Rijndael Key Expansion consists of four different
Fig. 2: The new structure of rijndael key expansion with four different byte-oriented transformations

byte-oriented transformations: RotWord, SubBytes, RCon and ShiftRow. ShiftRow is inserted and applied to the final result of 128 bit round key to diffuse the keys. This transformation is applied for each round keys (subkeys). The whole key expansion algorithm pseudo code is stated in Fig. 3.

The expanded key is a linear array of 4-byte words and is denoted by W[Ne*N+(Nk+1)]. For AES, (Nk = 4, 6, or 8) words contain the cipher key (input). All other words are defined recursively in terms of words with smaller indices. The key expansion function depends on the value of Nk (Fig. 3 on Line 1 and 15): there is a version for Nk equal to or below 6 and a version for Nk above 6. In this study, we shall focus only for Nk = 4. In this description, SubByte(W) (Fig. 3 on Line 13 and 16) is a function that returns a 4-byte word in which each byte is the result of applying the Rijndael S-box to the byte at the corresponding position in the input word.

The function RotWord(W) (Fig. 3 on Line 13) returns a word in which the bytes are a cyclic permutation of those in its input. It can be seen where the first Nk words are filled with the cipher key. Every following word W[i] is equal to the EXOR of the previous word W[i-1] and the word Nk positions earlier W[i-Nk]. For words in positions that are a multiple of Nk, a transformation is applied to W[i-1] prior to the EXOR and a round constant (Fig. 3 on Line 14) is EXORed. This transformation consists of a
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Fig. 3: The key expansion algorithm pseudo code of the new structure of rijndael key
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cyclic shift of the bytes in a word (RotWord), followed by the application of a table lookup to all four bytes of the
```
The new approach, ShiftRow transformation is then applied for each word (ShiftRow) which is not done in the original approach. This produced the result of subkey (output) which is the final output for the new approach of Rijndael Key Expansion (Fig. 3 on Line 13).

**Input and output:** Here, describes in detail the input and output of this experiment. It is very important to ensure that every input satisfies the input requirement of the experiment to produce the correct output. The input for this experiment is cipher key with the key length of 128 bits; where 128-bit cipher key is a minimum requirement for block size (Nechvatal et al., 2000). There are two types of cipher keys; random and non-random cipher keys which are depicted in Table 1. Random cipher key means random data is used as input to produce the subkeys as output, while the non-random cipher key means non-random data that is not produced from specific generators (e.g., user’s own data) is used as input to produce the subkeys as output. Normally, the data input is in hexadecimal form (Fig. 2). However, any type of data input (e.g., the subkeys) should be transformed into binary form before it can be used in the frequency and the SAC test. The 10 subkeys are the outputs that are produced from the random and the non-random cipher key, respectively.

**Test:** This experiment applies two tests; the frequency and the SAC test as a benchmark in measuring the bit confusion and diffusion, respectively. The output (outcome) of this experiment is the probability value (p-value) for bit confusion and the largest absolute difference between the empirical distributions (sample observed) and theoretical distribution (hypothesis) (D_{max}) for bit diffusion, which measures the output of the original and the new approach algorithms. The results of the tests are in statistical values. The following is the details of each statistical test in measuring the 36 data inputs of 128-bit random and non-random cipher key.

The frequency test is proposed by National Institute of Standard and Technology (NIST). The purpose of this test is to determine whether the amount of ones and zeros in a sequence are approximately the same as which would be expected for a truly random sequence. The calculated values of frequency test that are based on bit ones is shown in the frequency test table (Table 2). This table is purposely created in this study as an easy way to get the p-values for each bit of ones subkey. Here, only the most frequent bit ones of subkeys are provided with their related p-values. The bit of ones (50-82 bit of ones in a subkey) that are stated in the frequency test table indicate that they are the most frequently appeared in subkeys. The experiment refers to Table 2 to get the p-values of bit of ones of each subkey.

**RESULTS**

**Frequency test:** In this experiment, there are 36 data sets in hexadecimal form that are converted into binary form before they can be used as data input in the frequency test. Each data set contains 10 subkeys, which means the total of subkeys are 360 (36 data sets * 10 subkeys of a data set). The amount of bit ones of each subkey then is referred to the frequency test table (Table 2) to obtain their related p-values. These are applied for all the 360 subkeys. The result of this test is shown in Table 3 (for random subkeys) and Table 4 (for non-random subkeys), where each table consists of 180 subkeys, respectively.

Both tables (Table 3, 4) show that 327 out of 360 subkeys are successfully confused (mixed) in terms of their bit confusion. This is because p-values of the subkeys are greater than 0.01 or 0.001 which indicates that bit mixing is satisfied at the 1 or 0.1% critical level.
The p-value = 0.01 signifies that the bit of ones is more than the bit of zeros from each 128 bits of subkey. The results show that, 327 subkeys out of 360 subkeys contain more bit ones than bit zeros. The p-value <0.01 signifies that bit of zeros is more than bit of ones from each 128 bits of subkey. This experiment, 33 subkeys out of 360 subkeys contain more bit zeros than bit of ones. The p-value = 0 signifies that the total bit ones (64 bit of ones) are equal to bit zeros (64 bit of zeros) from 128 bits of subkeys. Figure 3 shows the result of selected subkeys of the new approach (random cipher key) versus the original approach.

**SAC test:** The results of poison distribution of SAC Test are shown in Table 5 (for random subkeys) and Table 6 (for non-random subkeys). Both tables show the results of 360 subkeys that have been tested by SAC test and satisfied the test, where the D-value of subkeys are less than 1.628 or 1.949 which indicates that the bit diffusion is satisfied at the 1 or 0.1% critical level. Figure 4
SAC test: Having analyzed the result from both tables (Table 5 (random subkey) and Table 6 (non-random subkey)) and Fig. 5, the finding of the new approach has significant diffusion outputs than the original approach because all the D-values of 10 subkeys of the new approach are less than 1.628 or 1.949 while none of the original approach values are less than 1.628 or 1.949. This is because the ShiftRow transformations ensure that all of the bytes in a block affect each other, which generates high diffusion over multiple rounds in order to increase the bit diffusion output that contributes to the security of the Rijndael block cipher.

**CONCLUSION**

This study is focused on Rijndael algorithm version of 128-bit key size with 10 rounds consideration. This research modifies the algorithm of Rijndael Key Scheduling to emphasize on the bit confusion and diffusion. After analyzed the result from both tests, the new transformation method which is called ShiftRow in the Rijndael Key Scheduling contributes to the security of the Rijndael block cipher.
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