Multi-focus Image Fusion Based on The Nonsubsampled Contourlet Transform and Dual-layer PCNN Model
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Abstract: Image fusion is an important research field of image processing. How to get the best fusion quality is not an easy problem for the researchers. The nonsubsampled contourlet transform (NSCT) is a multi-resolution tool for image fusion. For NSCT, how to get a better focus measurement is an important research content. In this study, a new model named dual-layer PCNN model is proposed. It simulates human visual perception mechanism. The model not only takes into account local neighbor relativity each other but also takes into account the relativity between before and after layers. Compared with other PCNN models, this model uses the Shannon information entropy to adaptively control its iteration process. Based on this model and NSCT, a new image fusion method is proposed. In the method, the source images are decomposed by NSCT firstly, then the dual-layer PCNN model and local energy match rule are used to select the coefficients. After that, the fused image is reconstructed by taking an inverse NSCT. The experimental results show that the dual-layer PCNN model is a good focus measurement for NSCT and the method proposed in this study has better fusion performance than the other classical methods.
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INTRODUCTION

Information fusion (Fan and Li, 2006; Cheng et al., 2006) is an important application to our daily life. As a branch of it, image fusion has many applications, for example, in robotics, intelligent manufacturing, medical diagnosis, remote sensing, intelligent transportation, military applications and other fields (Cveje et al., 2009). Sometimes people like to get the image that has more information, that is to say that people want to see more and clearer objects in one image. This leads to the appearance of image fusion. As an important research field of image processing, image fusion is a process to combine the information from two or more source images of the same scene to obtain an image with complete information. Through the information processing, fusion method can enhance the understanding of the scene and highlight the goal.

During the last decade, many methods for image fusion have been proposed. According to the different fusion phases, image fusion can be usually carried out in three levels: pixel level, feature level and decision level. The pixel level is the maturest one. Among the existing methods, most of them are in pixel level, these methods are to operate directly on the source images, pixel-by-pixel, using operators such as the weighted averaging. However, this often leads to many undesired effects (e.g., loss of contrast). In recent years, many methods based on Multi-Scale Transforms (MST) have been proposed for image fusion (Li and Yang, 2010; Redondo et al., 2008; Petrovic and Cootes, 2007). The basic idea of these methods is to perform a MST on each source image firstly and then employ some fusion rules to construct a composite multi-scale representation of the fused image. The fused image is finally reconstructed by taking an inverse MST. The multi-scale image decomposition and reconstruction tools and the fusion rules are the two most important components of MST-based image fusion algorithm. The MST methods include contourlet transform (Zhang and Guo, 2009; Do and Vetterli, 2005), curvelet transform (Choi et al., 2005; Kirankumar and Devi, 2007), the discrete wavelet transform (DWT) (Li et al., 1995; Xiaodong et al., 2005), various pyramid algorithms (Burt, 1992; Liu et al., 2001) etc. These methods’ fusion results depend on the focus measurement to a great extent.

DWT-based method is a classical method for image fusion. For DWT-based method, it is a good tool for...
sparsely representing one-dimensional piecewise smooth signals. However, for two-dimensional signals, it cannot effectively represent the line and the curve discontinuities. Therefore, they need more coefficients to represent the line or the curve discontinuities properly. Moreover, it can capture only limited directional information, so it cannot represent the direction of the edges accurately (Zhang and Guo, 2009).

The contourlet transform is proposed to solve this problem and it is a better method for two-dimensional signal’s representation. Compared with the traditional DWT, the contourlet transform is not only with multi-scale and localization but also with multi-direction and anisotropy. As a result, the contourlet transform can represent edges and other singularities along curves much more efficiently. However, due to downsamplers and upsamplers presented in both the laplacian pyramid and the directional filter banks, the contourlet transform is not shift-invariant which causes pseudo-Gibbs phenomena around singularities. Therefore, based on the contourlet transform, Nonsub Sampled Contourlet Transform (NSCT) is presented which is fully shift-invariant. It leads to better frequency selectivity and regularity than the foremost contourlet transform.

Many methods based on NSCT for image fusion were proposed during the recent years. The key of these methods is to choose the best rule to fuse the efficient to get the best result. Therefore, how to get a better focus measurement for them is an important research content.

For human, we can easily choose the most useful information from different source images. Therefore, if a method based on human visual perception mechanism can be proposed, it can fuse the image more easily and get better fusion quality than most of the existing methods. In the recent years, some researchers have begun to attempt to propose some new fusion methods simulating human visual perception mechanism. Toet et al. (2010) proposed a method toward cognitive for image fusion. Some methods using region segmentation or block segmentation (Yang et al., 2008; Li and Yang, 2008), they firstly segment the source images to several regions or blocks, then fuse the source images according to the similarity of the corresponding region or block. Sasikala and Kumaravel (2007) proposed a fusion method based on feature extraction. To some extent, they all simulate human visual perception mechanism.

In the recent years, benefiting from the research of human visual perception mechanism, many methods simulating human visual perception mechanism have been proposed, the PCNN (Pulse Coupled Neural Network) model is one of them and it is a simplified model of biological visual system. It is a good technique for image processing and has been applied in many fields of image processing, such as image segmentation, image compression, object recognition, image fusion, etc. Eckhorm et al. (1990) proposed the PCNN model and Eckhorm (1999) applied it in scene segmentation, getting a good segmentation result. Wang et al. (2010) proposed a new model whose name is dual-channel PCNN model and applied it in the image fusion. The fusion effect is good.

To simulate human visual perception mechanism for image fusion, we propose a new model named dual-layer PCNN model. Based on it, we propose a new method for image fusion, whose name is image fusion based on the NSCT and dual-layer PCNN model. In the method, the source image is firstly decomposed by the NSCT to get many different coefficients and then the dual-layer PCNN model and local energy match rule are applied to select the different coefficients. After that the inverse-NSCT is used to fuse the coefficients to reconstruct the image.

**CONTOURLET TRANSFORM**

**Standard contourlet transform:** Contourlet Transform (CT) is a kind of multi-resolution analysis tool. It is a multi-scale and multi-direction framework of digital image. In the transform, the multi-scale analysis and the multi-direction analysis are separated in a serial way. The Laplacian Pyramid (LP) is firstly used to capture the point discontinuities and the LP decomposition at each level generates a downsampled low-pass version of the original and the difference between the original and the prediction error. The process can be iterated on the coarse (downsampled low-pass) signal. Then the process is followed by a Directional Filter Bank (DFB) to link point discontinuities into the linear structures. The DFB avoids the modulation of the input image and has a simple rule for expanding the decomposition tree. The combination of LP and a DFB is a double filter bank structure. The overall result is an image expansion using basic elements like contour segments. The framework of CT is shown in Fig. 1.

**NSCT:** Compared with the foremost contourlet transform, the nonsubsampled pyramid structure and nonsubsampled directional filter banks are employed in NSCT. The DFB is achieved by switching off the downsamplers/upsamplers in each two-channel filter bank in the DFB tree structure and upsampling the filters accordingly. As a result, NSCT is shift-invariant and leads to better frequency selectivity and regularity than the foremost contourlet transform. Figure 2 shows the decomposition framework of NSCT.
Here, the dendritic tree is given by Eq. 1-2, the linking modulation is given by Eq. 3-4 and the pulse generator is given by Eq. 5. The dendritic tree’s role is to receive inputs from other neurons and external sources by two channels: F and L. F is the feeding channel and L is the linking channel. S is the external stimulus. The linking i and j refer to the pixel positions in image, k and l are the dislocation in a symmetric neighborhood around a pixel and n denotes the current iteration (discrete time step). The M and W are the constant synaptic weights and V_F, V_i and V_L are the magnitude scaling terms. α_F, α_i, α_l are the time delay constants of the neuron and β is the linking strength. Y is the pulse output.

However, the standard PCNN model is not very suitable for image fusion, because in PCNN model, each neuron has one input, usually multiple PCNN models are needed when applied to image fusion. This is not convenient and economical for a real system. Therefore, this shortcoming hampers PCNN’s application in the field of image fusion. Is there any other way to modify the PCNN model to suit for the application of image fusion? The answer is yes, we propose a new PCNN model named dual-layer PCNN model based on the standard PCNN model.

Then, let’s introduce the dual-layer PCNN model in detail.

**The dual-layer PCNN model:** Eckhorn has proposed a two-layer neuron model for scene segmentation. This two-layer neuron model is with feedback and top-down activity control. An additional negative feedback control keeps the two-layer network in an appropriate working range for high contrast region. Based on this idea, we proposed a new PCNN model whose name is dual-layer PCNN model, its structure is shown in Fig. 3.

The dual-layer PCNN model consists of two layers: layer 1 and layer 2. Layer 1 consists of two parts: part A and part B, each part represents a neuron’s activity. In each part, there are also three parts: the dendritic tree, the linking modulation and the pulse generator which is as same as the standard PCNN model’s. Layer 2 consists of one part and its structure is also as same as the standard PCNN model’s.

The neurons in the layer 1 receive the input stimuli through the receptive fields. The stimuli include external inputs, their surrounding neurons’ stimuli and the negative feedback from the layer 2’s neurons; then, the stimuli are divided into two channels, one is feeding channel F, the other is linking channel L. In the modulation part, the linking input is weighted with β, then multiplied with the
Fig. 3: The structure of dual-layer PCNN model

Feeding input. The internal activity $U$ is the output of the modulation part. In succession, the pulse generator compares $U$ with a threshold $E$. If $U$ is larger than $E$, the neuron will emit a pulse, it is also called “fire”, otherwise, it will not “fire”. The pulse output is sent to the layer 2’s neurons. In layer 2, most processing is as same as layer 1, at last, the negative feedback is sent to layer 1’s neurons. In the model, the negative feedback acts from each neuron in the layer 2 on feeding channel of neurons in layer 1.

The dual-layer PCNN model’s mathematical model is shown below and it includes two parts: Layer 1’s mathematical model and layer 2’s mathematical model.

**Layer 1’s mathematical model:**

\[
F_i^1(n) = e^{-\alpha}F_i^1(n-1) + V_i^1 \sum_{k} M_{ik} Y_{k}^1(n-1) + S_i^1
\]  
(6)

\[
L_i^1(n) = e^{-\beta}L_i^1(n-1) + V_i^1 \sum_{k} W_{ik} Y_{k}^2(n-1)
\]  
(7)

\[
U_i^1(n) = F_i^1(n) + \beta_i L_i^1(n)
\]  
(8)

\[
E_i^1(n) = e^{-\alpha}E_i^1(n-1) + V_i^1 Y_{i}^1(n-1)
\]  
(9)

\[
Y_{i}^1(n) = \begin{cases} 1 & U_i^1(n) > E_i^1(n-1) \\ 0 & \text{otherwise} \end{cases}
\]  
(10)

**Layer 2’s mathematical model:**

\[
F_i^2(n) = e^{-\alpha}F_i^2(n-1) + V_i^2 \sum_{k} (M_i^{2k} M_{ik}^{2k} Y_{k}^2(n) + M_i^{2k} \lambda_{ik}^{2k} Y_{k}^2(n)) + S_i^2
\]  
(11)

\[
L_i^2(n) = e^{-\beta}L_i^2(n-1) + V_i^2 \sum_{k} (W_{ik}^{2k} Y_{k}^2(n) + W_{ik}^{2k} \lambda_{ik}^{2k} Y_{k}^2(n))
\]  
(12)

Here, the parameters superscript “1” or “2” denote the parameters themself belonging to layer 1 or layer 2. $F^1$ stands for the feeding channel for part A and part B in layer 1 and $F^2$ stands for the feeding channel in layer 2. $L^1$ stands for the linking channel for part A and part B in layer 1 and $L^2$ stands for the linking channel in layer 2. $Y^1$ is the pulse output of layer 1 and $Y^2$ is the negative feedback of layer 2. Other parameters’ meaning is as same as the standard PCNN model’s. In layer 2, $Y^{1A}$ and $Y^{1B}$ is the pulse output from part A and part B in layer 1. $M^{2A}$, $M^{2B}$, $W^{2A}$ and $W^{2B}$ are the constant synaptic weights corresponding to part A and B in layer 1.

**IMAGE FUSION ALGORITHM**

At first, the source images must be pre-processed to get the same resolution. After the pre-processing, the source images are decomposed by the NSCT to get many different coefficients, including high-frequency coefficients and low-frequency coefficients. Then different fusion rules (dual-layer PCNN model and local energy match rule) are used to select the coefficients. At last, the inverse NSCT is used to fuse the high-frequency coefficients and the low-frequency coefficients together to get the fused image. The flowchart is shown in Fig. 4.

**Low-frequency coefficients fusion algorithm:** By the NSCT analysis, we know that the NSCT divides the image’s level into two parts: coarse and fine. From the

\[
U_i^2(n) = F_i^1(n) + \beta_i L_i^1(n)
\]  
(13)

\[
E_i^2(n) = e^{-\alpha}E_i^1(n-1) + V_i^2 Y_{i}^2(n-1)
\]  
(14)

\[
Y_{i}^2(n) = \begin{cases} 1 & U_i^2(n) > E_i^2(n-1) \\ 0 & \text{otherwise} \end{cases}
\]  
(15)
distribution of frequencies, the low-frequency coefficients are assigned to the coarse part and the high-frequency coefficients are assigned to the fine part. The spectrum and background information of the image are all included in the low-frequency coefficients through the NSCT while the detail information is in high-frequency coefficients.

The NSCT is close to the wavelet transform in low-frequency region, image component including main energy decides image contour. There are many methods to select the low-frequency coefficients, including maximum pixel method, minimum pixel method, computing the average pixel-pixel gray level value method, local region deviation method, etc.

Maximum pixel method, minimum pixel method and computing the average pixel-pixel gray level value method do not take into account local neighbor relativity each other, so fusion result can not get good effect; local region deviation method takes into account local neighbor relativity each other but do not take into account image edge and definition.

Accounting to these lacks, we adopt dual-layer PCNN model to select the low-frequency coefficients. Because the dual-layer PCNN model simulates human visual perception mechanism. It not only takes into account the local neighbor relativity each other but also takes into account relativity between before and after layers.

There are four steps for the low-frequency coefficients selection with dual-layer PCNN model. To be brief, the simple description is shown firstly below:

**Step 1**: Coefficients adjustment and initialization
**Step 2**: PCNN iteration and fire
**Step 3**: Judging PCNN’ iteration times
**Step 4**: Coefficients selection

Then, let’s explain the steps in detail, respectively.

**Coefficients adjustment and initialization**: After NSCT decomposition, there may be N coefficients matrices of same size in the same scale and same orientation; we also call them sub-bands or sub-images. As we know, because of the transform, there may be negative coefficients in the coefficients matrices; so the coefficients’ sign must be adjusted firstly. All the negative coefficients should be adjusted to be positive. Because PCNN model just cares the difference between the coefficients, we add the absolute value of the minimum to all elements in the same scale in each matrix to adjust all the coefficients to be positive.

After the sign adjustment, normalize the N sub-bands to [0, 1] to get the neuron inputs of dual-layer PCNN model.

At the same time, initialize \( F = 0, L = 0, U = 0, Y = 0, E = 20 \) and set the value of the parameters: \( \alpha, \omega, \mu, \nu, V_1, V_2 \).

**PCNN iteration and fire**: After getting the normalized matrices, put the two images’ coefficients matrices to the dual-layer PCNN model, then the model begins the iteration process. During each iteration process, in layer 1, part A and B fire, respectively, the pulse output of them is sent to layer 2 to stimulate the neurons’ activity in layer 2. Then negative feedback from layer 2 is sent to layer 1 to stimulate neurons’ activity in layer 1.

**Judging PCNN’ iteration times**: The model can control the iteration times adaptively. In layer 2, the pulse output matrix’s Shannon information entropy will be calculated during each iteration process, if the Shannon information entropy gets the maximum, the iteration will stop, the iteration times and the matrix are the best one and otherwise, the iteration process will be continued.

Shannon information entropy’s mathematical model is expressed as:

\[
H(P) = -P_i \ln P_i - P_0 \ln P_0
\]  

(16)

Here, \( P_i \) and \( P_0 \) represent the probability of the pulse output will be 1 or 0, respectively.
**Coefficients selection:** Supposed $H_A$ and $H_B$ are the matrices of the firing times for part A and part B in layer 1, $C_A$ and $C_B$ are the coefficients matrices for part A and B in layer 1, $C_p$ is the coefficients matrix after PCNN selection in layer 2. $(i, j)$ represents the neuron in $(i, j)$. The coefficients selection rule is expressed as:

$$C_p(i,j) = \begin{cases} 
C_A(i,j) & H_A(i,j) > H_B(i,j) \\
C_B(i,j) & H_A(i,j) < H_B(i,j) \\
(C_A(i,j) + C_B(i,j))/2 & H_A(i,j) = H_B(i,j)
\end{cases}$$

(17)

**High-frequency coefficients fusion algorithm:** In the high-frequency region, there is more detail information in the coefficients, such as edge and texture features. In order to make full use of information in the neighborhood and cousin coefficients in the NSCT domain, the local energy match rule is adopted to select the high-frequency coefficients. At first, calculate each pixel’s local energy in the high-frequency sub-bands. The local energy’s formula is shown below:

$$E_l(p_i,p_j) = \sum_{m,n\in \Omega_{st}} |C_l(p_i+m,p_j+n)|^2$$

(18)

Here, $\Omega_{st}$ denotes the regional window whose size is $M \times N$, $C$ is the coefficients in all scales and orientations. Local energy, rather than single pixel value, will be more reasonable to extract features of source images by utilizing neighbors’ information. Large region energy means important image information. Note that the size of region energy map is equal to the size of each sub-band.

Then the energy match rule is defined as:

$$EM_l(p_i,p_j) = \frac{2 \sum_{m,n\in \Omega_{st}} |C_{A_l}(p_i+m,p_j+n)C_{B_l}(p_i+m,p_j+n)|}{E_{A_l}(p_i+p_j)+E_{B_l}(p_i+p_j)}$$

(19)

If $EM_l < T$ ($T$ is the pre-set matching threshold), then the coefficients of the high-frequency sub-bands are selected by:

$$C_{A_l}(p_i,p_j) = \begin{cases} C_{A_l}(p_i,p_j) & E_{A_l}(p_i,p_j) > E_{B_l}(p_i,p_j) \\
C_{B_l}(p_i,p_j) & E_{A_l}(p_i,p_j) < E_{B_l}(p_i,p_j)
\end{cases}$$

(20)

Else by:

$$C_{A_l}(p_i,p_j) = \begin{cases} [1 - \beta]C_{A_l}(p_i,p_j) + \beta C_{B_l}(p_i,p_j), & \text{if } E_{A_l}(p_i,p_j) > E_{B_l}(p_i,p_j) \\
[1 - \beta]C_{A_l}(p_i,p_j) + \beta C_{B_l}(p_i,p_j), & \text{if } E_{A_l}(p_i,p_j) < E_{B_l}(p_i,p_j)
\end{cases}$$

(21)

Here:

$$\beta = \frac{1}{2} - \frac{1}{2} \frac{1 - EM_l(p_i,p_j)}{1 - T}$$

**RESULT ANALYSIS**

To verify the performance of the proposed method, many multi-focus images were selected to do the experiments. Because of the lack of space, only two sets of experimental results are presented here (two sets of 256-level images, namely letters and alarm clock). The two sets of test source images used in the experiments are shown in Fig. 5. In the experiment, we use three scales of

![image fusion](image1.png)

![image fusion](image2.png)

Fig. 5: Multi-focus source images; (a) letters and (b) alarm clock
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decomposition for NSCT and two scales of high-frequency coefficients are obtained. For the coarse scale, there are two directions and for the fine, there are eight directions. Thus, for each source image, 11 subimages with the same size as the source image are generated. The experiments were implemented on an Intel (R) Core (TM) i3 M330 2.13 GHz computer with 2.0 GB RAM. The simulation software is Matlab 2006.

To do the comparison, we contrast with the classical fusion methods such as average, DWT with DBSS, maximum, minimum, contrast pyramid, gradient pyramid, laplacian pyramid, morphological pyramid, PCA, SIDWT with Haar, standard PCNN. In this work, we use both qualitative and quantitative analysis to test the fused results. The qualitative analysis judges the quality of the fused results visually and the quantitative analysis includes RMSE and SSIM indices.

Figure 6 and 7 are the experimental results. In each figure, there are twelve fused results obtained by different methods. Again, for clearer comparison, parts of the reference image and fusion results are extracted and put into Fig. 9-12 show the performance of different methods.

In Fig. 6a-l to 8a-l represent different methods which are average, DWT with DBSS, maximum, minimum, contrast pyramid, gradient pyramid, laplacian pyramid, morphological pyramid, PCA, SIDWT with Haar, standard PCNN, our method, respectively.

**Qualitative analysis:** From Fig. 6 and 7, we can see that the fused results of different methods are not same, results (d), (e), (g), (j) and (l) are clearer than the others, results (b) and (f) have the shadows of the objects, results (a), (h) and (i) have the halo, results (c) and (k) are darker than the others.

Though the results (d), (e), (g), (j) and (l) are clearer than the others, as illustrated in Fig. 8, from the partially enlarging region labeled with red line of the results, we can see that there is still little difference between them. The edge of letters is blurry in (d) and (j) and there are dark dots in the letters in (e) and (g). The fused result of our method looks the best.

**Quantitative analysis:** In addition to visual analysis, we conducted a quantitative analysis. To evaluate the results, we choose different objectivity evaluation indices. The evaluation indices of these methods are used to evaluate the fusion performance quantitatively. They are the Root Mean Squared Error (RMSE) index and the structural similarity (SSIM) index.

![Fig. 6: Fusion results by different methods (letters)](image-url)
The partially enlarging region of reference image

\[ \text{RMSE} = \sqrt{\frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} [F(i,j) - R(i,j)]^2} \] (22)

Usually, the value of RMSE is less, the performance for the fusion method is better. Figure 9, 10 show the
RMSE performance of different methods. The RMSE performance of the single fused result (letters and alarm clock) is shown in Fig. 9a and b, respectively. Figure 10 is the contrast results of ten images between our method and the others, in which, Fig. 10a is the contrast result between our method and contrast pyramid, DWT with DBSS, laplacian pyramid, SIDWT with Haar, Fig. 10b is the contrast result between our method and average, gradient pyramid, maximum, minimum, morphological pyramid, PCA, standard PCNN. The values of RMSE of the methods in Fig. 10a are generally smaller than those in Fig. 10b. From the contrast results, we can see that the RMSE value of our method is smaller than the other methods.

The structural similarity (SSIM) index: The structural similarity (SSIM) index’s mathematical model is shown as follow:

Fig. 9: RMSE performance of single fusion result by different methods: (a) letters and (b) alarm clock
Fig. 10: RMSE performance of fusion results of ten images by different methods

Fig. 11: SSIM performance of single fusion result by different methods: (a) letters and (b) alarm clock 1: Average, 2: DWT with DBSS, 3: Maximum, 4: Minimum, 5: Contrast pyramid, 6: Gradient pyramid, 7: Laplacian pyramid, 8: Morphological pyramid, 9: pca, 10: SIDWT with haar, 11: PCNN and 12: Ours

Fig. 12: SSIM performance of fusion results of ten images by different methods
Here, $C_1 = (K_1L)^2$, $C_2 = (K_1L)^2$ where $L$ is the dynamic range of the pixel values (255 for 8-bit grayscale images); $K_1$, $K_2$, and $C_1$ are small constants. SSIM index describes the similarity of two inputs. Larger value shows both inputs more similar. The values of SSIM index in the paper are computed with default parameters. Figure 11 and 12 show the SSIM performance of different methods. The SSIM performance of the single fused result (letters and alarm clock) is shown in Fig. 11a and b, respectively. Figure 12a and b are the contrast results of ten images between our method and the other methods, among them, Fig. 12a is the contrast result between our method and contrast pyramid, DWT with DBSS, laplacian pyramid, SIDWT with Haar, Fig. 12b is the contrast result between our method and average, gradient pyramid, maximum, minimum, morphological pyramid, PCA, standard PCNN. From Fig. 11, we can see that SIDWT with Haar has the largest SSIM value. However, From Fig. 12, we can see, in the most time, the SSIM value of our method is larger than the other methods.

Conclusion

This study presents a new model named dual-layer PCNN model, this model simulates human visual perception mechanism. Based on it, a novel image fusion method is proposed. Compared with the other fusion methods based on PCNN model, it has the adequate ability and can automatically select the best coefficients. This method could better describe the edge direction of images and analyze the feature of images better. According to the experimental results, on the vision, our method acquires better fusion result than the other classical methods. In objective evaluation criteria, our method’s fusion characteristic is better than the other classical methods.
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