An Improved Software Behavior Model in System Call Level and Trustworthiness Evaluation

Zhen Li, Junfeng Tian and Liu Yang
College of Mathematics and Computer, Hebei University, China
Experiment Teaching Center of Economy and Management, Hebei University, China

Abstract: The traditional software behavior models are often based on system calls. This study proposes an improved software behavior model in system call level and the method of corresponding trustworthiness evaluation. The model overcomes some drawbacks of traditional software behavior models: low accuracy of system call arguments policies, inability to monitor the software behavior between adjacent system calls etc. First, several system call attributes are introduced and their deviation degrees are taken into account comprehensively for more overall and more accurate software behavior monitoring. Second, the policies of system calls and their arguments based on context are proposed which can be used to detect deviant software behavior aiming at control flow or data flow about system calls. Third, the method of clustering and quantifying time intervals between adjacent system calls is presented, which can decide whether the software behavior between adjacent system calls is trustworthy to some extent through monitoring the deviation degree of time interval. The experimental results show that our model can model the software behavior more accurately and has better deviation detection ability of software behavior than traditional models.
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INTRODUCTION

With continuous deepening of the application of software in the sensitive fields such as finance, military affairs and economy, the requirement of software trustworthiness becomes more urgent. If the software behavior is always accordant with the expected behavior, we call the software is trustworthy (Wang et al., 2006). How to ensure the software trustworthiness during software development and running has become an important research direction of software theory and technology (Chen et al., 2003).

Because system call is the interface provided by the operating system to access system resources, the traditional software behavior models often use system calls as the monitoring points of software behavior. They focus on system call sequences or system calls in the software behavior trace, such as Forrest’s model based on short sequences of system calls (Forrest et al., 1996), Var-gram model of variable-length audit trail patterns (Wepsi et al., 2000), automaton models (Wagner and Dean, 2001; Feng et al., 2003; Liu et al., 2005), anomaly detection model of program behavior combining system call with Markov chain (Frossi et al., 2009). In the aspect of software behavior monitoring and evaluation, Man et al. (2009) study the trust analysis and trend prediction of software interactive behavior. Zhang et al. (2010) propose a fuzzy-based method of evaluating the trustworthiness of software processes. Shanlin et al. (2009) study the evaluation mechanism of trustworthy software and propose an approach of trustworthy software evaluation using utility based evidence theory. The above software behavior models can be divided into two categories. One is to construct feature library of normal software behavior through statistical learning or rule mining. The other one is to model the software behavior by constructing the software behavior automaton. The first one determines whether the software behavior is abnormal or not according to the feature library of normal behavior. It cannot describe the running trace of entire software. The second one can describe the running trace of software but it is not enough to model the software behavior accurately because it is confined to system call and simple arguments policies.

However, although, system calls can be used to model the software behavior, there is still some information of software behavior that cannot be expressed just through system calls. For example, it is helpless to monitor the software behavior between adjacent system calls. Both Jones and Li (2001) and Pu and Lang (2007)
collect all matched short system call sequences into
groups called sequence clusters and train the sequence of
time intervals for each sequence cluster. While, the time
interval between two adjacent system calls in a sequence
cluster can vary obviously because the path through the
application code can vary which both Jones and Li (2001)
and Pu and Lang (2007) don’t distinguish. That is,
although, two short system call sequences for normal
software behavior are same, the time intervals of any two
adjacent system calls among them may be different
obviously because the program contexts of two short
system call sequences or the software behavior trace
between two adjacent system calls may be different.

For the above problems, the paper presents an
improved software behavior model in system call level
which can model the software behavior more accurately,
and the method of corresponding trustworthiness
evaluation.

- Several system call attributes are introduced and their
deviation degrees are taken into account comprehensively for the deviation degree of system
call and for the software trustworthiness evaluation
further.

- The policies of system calls and their arguments
based on context are proposed which can be used to
detect deviant software behavior aiming at control
flow or data flow or some related system calls.

- The method of clustering and quantifying time
intervals between adjacent system calls is presented,
which can decide whether the software behavior
between adjacent system calls is trustworthy to some
extent, through monitoring the deviation degree of
time intervals.

**An improved software behavior model in system call
level:** This study proposes an improved software
behavior model in system call level based on HPDA
model (Liu et al., 2005). The model introduces several new
system call attributes and the policies of them. It is
defined as a 5-tuple: \((S, \Sigma, T, S, A)\).

- \(S\) is a finite set of states.
- \(\Sigma\) is a finite set of input symbols. In our model, the
set of input symbols is defined as:

\[
\Sigma = (X \times \text{Addr}) \cup SC \cup \varepsilon
\]  

where,

\[
X = \{\text{Entry}, \text{Exit}\}, \{s_1, s_2\} \cup \varepsilon
\]

is the empty string. \(\text{Addr}\) is the set of all possible
addresses defined by the executable software and Entry
and Exit are two new added system calls. Entry is added
before each function call and Exit is added after each
function call. Entry and Exit get the return address before
and after the function call, respectively. \(\text{SC}\) is the set of
system calls. For each system call, there is a group of
attributes represented as \(\text{Attr} = \langle \text{SN}, \text{CV}, \text{SA}, \text{TI}\rangle\), where
\(\text{SN}, \text{CV}, \text{SA}\) and \(\text{TI}\) are system call name, system call
context, system call arguments polices and time interval,
respectively.

- \(T\) is the set of transition functions: \((S \times \Sigma) \rightarrow S\)
- \(s\) is the start state: \(s \in S\)
- \(A\) is the set of accept states: \(A \subseteq S\)

For system call \(s_{i+1}\), it is monitored involving the
aspects of control flow and data flow and the behavior
between last system call \(s_{i}\) and current system call \(s_{i+1}\).

We introduce the fuzzy theory and regard the deviation
of software behavior trace as a fuzzy concept. The
trustworthiness of software behavior depends on the
deviation degree from normal trace.

\[t_{n}, \tau_{n}, \tau_{n}\]
denote the deviation degree of
system call name, system call context, system call
arguments policies and time interval, respectively. Let
universe \(U = ((\text{SN}, \text{CV}, \text{SA}, \text{TI}) \cup \{1 \leq p \leq 1, 1 \leq q \leq q, 1 \leq s \leq s\})\), where \(p\) is the number of system calls, \(n, q\) and \(s\)
denote the number of system call contexts, actual
arguments and time intervals, respectively. The fuzzy set
\(R\) denoting the deviation degree of system call is the fuzzy set on
universe \(U\). The deviation of any attribute in \(\text{SN}, \text{CV}, \text{SA}\) can
determine the deviation of system call, so \(t_{n}, \tau_{n}, \tau_{n}\),
\(t_{n} \in [0, 1]\) and the deviation of system call is 1 if \(t_{n} = 1\)
or \(\tau_{n} = 1\) or \(\tau_{n} = 1\). Considering the fuzziness of \(T_{I}\), the
deviation of system call depends on \(t_{n}\) if \(t_{n} \leq \tau_{n} \leq t_{n}\) are all equal to 0.

The membership function of fuzzy set \(R\) is as follows:

\[
R(t_{n}, \tau_{n}, \tau_{n}, \tau_{n}) = \max(t_{n}, \tau_{n}, \tau_{n}, \tau_{n})
\]  

The deviation degree of \(s_{i}\), represented as \(t_{n}\), is the
 memberships degree for \(R\). In the real-time detection, if
\(t_{n}\) is larger than or equal to the threshold \(T\), it is reported
that the software behavior is untrustworthy.

**System call arguments policies based on context:** System
call context is represented by calling stack of system call.
If the calling stacks of two system calls are same, the
system call contexts of two system calls are same;
otherwise, the system call contexts of two system calls are
different. For current call stack, if the return address of
function main is \( a_0 \), the return address of internal functions is \( a_1, \ldots, a_{n-1} \) in sequence and the return address of last system call is \( a_n \), then the system call context can be expressed as (\( a_0, a_1, \ldots, a_{n-1}, a_n \)).

Let \( A^n = \langle a^n_1, \ldots, a^n_m \rangle \) be the vector of formal arguments for system call \( s_c \). Each invocation \( s_c \) of \( s_c \) has a concrete vector of values for \( A^n \) as \( A^n = \langle a^n_1, \ldots, a^n_m \rangle \). An argument set for system call \( s_c \) in the system call context \( \text{Cont} \) is the set of all argument vectors \( A^n \) observed for the chosen system call issued in the context \( \text{Cont} \). This is denoted by \( AS(\text{Cont}, s_c) \).

We limit our attention to unary and binary relations on system call arguments in our model.

Unary relations are attributes of a single argument. They can be represented using the form \( A^n \in AS(\text{Cont}, s_c) \). Such a relationship can be learnt from software behavior traces. The set \( AS(\text{Cont}, s_c) \) is represented using an enumeration by listing all elements of \( A^n \) in the given system call context \( \text{Cont} \).

Binary relations are relationships between two system call arguments or between one system call argument and another system call return value. Let's take equality relation represented as equal for example. The file descriptor \( fd_1 \) returned by open system call in context \( \text{Cont} \), is equal to the operand \( fd_2 \) of a subsequent write system call in context \( \text{Cont}_2 \).

\[
fd_1(\text{Cont}, \text{open}) = \text{equal}(fd_1(\text{Cont}, \text{write}))
\]  
(3)

Time interval

**Definition 1 Time interval:** Time interval is the difference between the beginning time of current system call and the beginning time of last system call. If the current system call is the first system call, its time interval is 0.

After removing various effects of the environment, most time intervals between adjacent system calls are approximately normally distributed (Jones and Li, 2001). Based on this, we introduce time interval to the traditional software behavior models.

Clustering of time intervals: The distribution of time intervals between adjacent system calls in some situations, described by Jones and Li (2001), has multiple peaks. The reason for such multiple-peak distribution of time intervals is likely because several different execution paths through the application code that exhibits the same system call sequence. The time intervals between adjacent system calls for the same system call sequences of normal software behavior may be different obviously because of different program context. Moreover, even if the program contexts of two adjacent system calls are same, the time interval of system call in normal trace may be also different obviously because of different software behavior trace between two adjacent system calls. Therefore, first of all, our model forms time interval samples of the same system call with the same program context, through running the software multiple times in given environment. Then cluster these time interval samples by a clustering algorithm based on entropy (Wang and Peng, 2007). For system call \( s_c \), the clustering process of \( m \) samples of time interval \( T_i \) is as follows:

**Step 1:** Choose each sample as a class \( C_k \), where \( 1 \leq k \leq m \) and \( C_k \) is composed of \( N_k \) samples

**Step 2:** Choose any sample, add it to another class and compute the entropy of \( C_k \) after adding the sample to it according to formula (4) \( h \) is the width of window or smoothing coefficient. The sample is allocated to the class which has the smallest added value of entropy

\[
H(C_k) = -\log\left[ \frac{1}{2\pi\sigma^2} \int \exp\left(-\frac{(x - m)^2}{2\sigma^2}\right) dx \right]
\]  
(4)

**Step 3:** Number the classes again after allocating samples

**Step 4:** Repeat step 2 and 3 until there is no class which has only one sample

**Step 5:** Compute the between-class entropy of any two classes according to formula (5) and merge two classes with smallest between-class entropy. The number of classes and samples for each class must be also modified

\[
H(C_i, C_j) = -\log\left[ \frac{1}{2\pi\sigma^2} \int \exp\left(-\frac{(x - m)^2}{2\sigma^2}\right) dx \right]
\]  
(5)

\[
M(x_i, x_j) \quad \text{in formula (5) is as follows:}
\]

\[
M(x_i, x_j) = \begin{cases} 1, & x_i \in C_i, x_j \in C_j \text{ or } x_i \in C_j, x_j \in C_i \\ 0, & \text{otherwise} \end{cases}
\]  
(6)

Repeat step 5 until there are only two classes. If the changes of the smallest between-class entropy at a certain time are more significant than before, the classes at this time, represented as \( C_1, C_2, \ldots, C_M \) (\( M \) is the number of classes), is the result of clustering.

Deviation degree of time interval: We quantify each time interval based on the method of quantifying time series with SAX (Symbolic Aggregate Approximation) (Lin et al., 2003, 2007). The time interval \( T_i \) of system call \( s_c \) is considered to obey normal distribution. \( W \) denotes the number of levels, that is, the number of characters mapped to.
Table 1: A lookup table containing breakpoints that divide a normal distribution in a number (3, 5, 7 and 9) of equiprobable regions

<table>
<thead>
<tr>
<th>r</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>β_{r}</td>
<td>-1.22</td>
<td>-1.07</td>
<td>-0.84</td>
<td>-0.60</td>
</tr>
<tr>
<td>β_{1}</td>
<td>0.43</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>β_{2}</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>β_{3}</td>
<td>1.07</td>
<td>1.07</td>
<td>1.07</td>
<td>1.07</td>
</tr>
</tbody>
</table>

**Definition 2 breakpoints**: Breakpoints are a sorted list of numbers such that the numbers β_{0} = β_{α_0}, ..., β_{α_3} of areas under a N (0, 1) normal curve is

\[
\frac{1}{\sqrt{2\pi}}
\]

(β_{α_0} and β_{α_3} are defined as and \text{ and } \text{ respectively}).

Considering the symmetry of time intervals’ deviation from 0, we select the symmetric intervals containing 0 from the lookup table containing the breakpoints that divide a normal distribution in an arbitrary number (from 3 to 10) of equiprobable regions in Lin et al., 2003, 2007 and form our lookup table containing breakpoints. The number of equiprobable regions r is 3, 5, 7 and 9, as shown in Table 1.

When the software runs, our model captures the time intervals T_{r} of system call s_{r}, computes the entropy of C_{r} after adding T_{r} to it according to formula (4) and allocates to the class which has the smallest added value of entropy. The time interval T_{r} of class C_{r} denotes T_{r}. The calculation process of deviation degree is as follows.

First of all, time interval T_{r} is normalized into, where μ_{r} and σ_{r} are the mean and the standard deviation of time intervals of class C_{r}, respectively. This makes the measurement of time intervals invariant to shifting and scaling.

\[
T_{r} = \frac{T_{r} - \mu_{r}}{\sigma_{r}}
\]

Then quantify the time interval T_{r} by predefined breakpoints, that is, map the time interval into a level.

**Definition 3 level**: Level is an element of the set L = {0, 1, 2, 3, 4}, where 0 denotes normal, 1 denotes less normal, 2 denotes less abnormal, 3 denotes abnormal, 4 denotes very abnormal.

Time interval T_{r} is mapped into level:

\[
\hat{T}_{r} \in L
\]

Note:

\[
\beta_{1} \leq T_{r} \leq \beta_{2} \quad \beta_{3} \leq T_{r} \leq \beta_{4} \\
\beta_{5} \leq T_{r} \leq \beta_{6} \quad \beta_{7} \leq T_{r} \leq \beta_{8} \\
\beta_{9} \leq T_{r} \leq \beta_{10}
\]

if in (7) should be: β_{1} = ∞ in β_{10} = T_{r} \leq \beta_{10} Equation 7 should be β_{1} < T_{r} < β_{10}.

When T_{r} is 0, 1, 2, 3 and 4, T_{r} is 0, 0.25, 0.5, 0.75 and 1, respectively.

For the deviation degree of time interval, given upper threshold \tau_{u}, we call the time interval which satisfies T_{r} ≥ \tau_{u}, the time interval with larger deviation. Our model can detect the deviation of software behavior which has time intervals with larger deviation through distinguishing time intervals of different program contexts or different software behavior traces between adjacent system calls.

**Experiments and analyses**: We have made experiments on a PC with Intel (R) Core (TM) 2 Duo E7500 2.93 GHz and 2 GB of main memory running Linux kernel 2.6.20. Each system call is intercepted by Loadable Kernel Module (LKM) and modified. The generation of the improved software behavior model in system call level adopts the similar method of HPDA (Liu et al., 2005). The differences between our model and HPDA are as follows:

- For system call, the time interval of should be recorded
- For two new system calls Entry and Exit, the return addresses before and after the function call should be recorded, respectively

We form the software behavior model of vi 6.1 in Red Hat 9 Linux after training and make some attacking experiments. Red Hat 9 Linux distribution includes vi 6.1 which exists potential TOCTTOU (Time of Check to Time of Use) vulnerabilities (Wei and Pu, 2005). Specifically, if vi 6.1 is run by root to edit a file owned by a normal user, then the normal user may become the owner of sensitive files such as /etc/passwd. The sequence of system calls that the vulnerability window <open, chown32> is related to is as follows:

..., open, write, close, chmod, stat 64, chown 32, chmod...
Table 2: A class of time intervals for each system call of vulnerability window (μs)

<table>
<thead>
<tr>
<th>System call</th>
<th>Open</th>
<th>Write</th>
<th>Close</th>
<th>Chmod</th>
<th>Stat64</th>
<th>Chown32</th>
<th>Chmod</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample mean</td>
<td>145.2</td>
<td>46.3</td>
<td>20.8</td>
<td>10.7</td>
<td>13.1</td>
<td>11.0</td>
<td>12.4</td>
</tr>
<tr>
<td>Sample deviation</td>
<td>15.4</td>
<td>17.9</td>
<td>7.1</td>
<td>6.4</td>
<td>15.2</td>
<td>6.8</td>
<td>10.6</td>
</tr>
<tr>
<td>Normal trace 1</td>
<td>148.0</td>
<td>49.0</td>
<td>22.0</td>
<td>11.0</td>
<td>15.0</td>
<td>10.0</td>
<td>11.0</td>
</tr>
<tr>
<td>Normal trace 2</td>
<td>145.0</td>
<td>50.0</td>
<td>21.0</td>
<td>10.0</td>
<td>13.0</td>
<td>11.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Abnormal trace 1</td>
<td>147.0</td>
<td>50.0</td>
<td>22.0</td>
<td>11.0</td>
<td>12.0</td>
<td>18.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Abnormal trace 2</td>
<td>146.0</td>
<td>45.0</td>
<td>20.0</td>
<td>12.0</td>
<td>11.0</td>
<td>32.0</td>
<td>11.0</td>
</tr>
</tbody>
</table>

Table 3: Deviation degrees of system calls

<table>
<thead>
<tr>
<th>System call sequence</th>
<th>v=5</th>
<th>v=7</th>
<th>v=5</th>
<th>v=7</th>
<th>v=5</th>
<th>v=7</th>
<th>v=5</th>
<th>v=7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>0</td>
<td>0.25</td>
<td>0</td>
<td>0.25</td>
<td>0</td>
<td>0.25</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Write</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Close</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Chmod</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stat64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>Chown32</td>
<td>0</td>
<td>0.50</td>
<td>0</td>
<td>0.50</td>
<td>0</td>
<td>0.50</td>
<td>0</td>
<td>0.50</td>
</tr>
<tr>
<td>Chmod</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Trustworthiness evaluation of software behavior: We take software vi 6.1 as an example and discuss the trustworthiness of software behavior. Let threshold \( T \) be 0.5.

**Attack 1:** The attack consists of a tight loop constantly checking whether the owner of the wfilename file has become root. Once this happens, the attacker replaces the file with a symbolic link to /etc/passwd. When vi 6.1 exits, it should change the ownership of /etc/passwd to the attacker.

If the attack succeeds, when vi 6.1 runs to chown 32 system call, the abnormal can be detected by our model because the attribute is not satisfied with the following arguments policy:

\[ \text{chown32}(\text{Cont}_{\text{User}}, \text{wfilename}) \Rightarrow \text{equal}(\text{Cont}_{\text{User}}, \text{wfilename}) \]

\( \text{Cont}_{\text{User}} = 1 \), so the abnormal value of chown 32 system call is 1 which is larger than. The software behavior deviates from the normal trace and is untrustworthy.

**Attack 2:** Some statements without system calls are added between stat64 and chown32 system call. In our experiments, vi 6.1 runs multiple times in the same environment. Table 2 shows a class of time intervals for each system call of above vulnerability window after clustering. The two abnormal traces listed in Table 2 are two examples of modification which executing two different codes between stat64 and chown32 system call.

For two normal traces and two abnormal traces in Table 2, the deviation degrees of system calls in system call sequence for \( v = 5 \) and \( v = 7 \) are shown in Table 3. For normal system calls, their deviation degrees are all less than or equal to 0.25 and most of them are 0. While, for abnormal chown32 system call, the deviation degrees are all greater than or equal to 0.5 which can be distinguished obviously. It is more sensitive to the variation of time interval for \( v = 7 \).

Let's take \( v = 7 \) as an example. For abnormal trace 1, \( \text{Cont}_{\text{User}} = 0.5 \), so the deviation degree of chown32 is 0.5 (\( v = 7 \)). For abnormal trace 2, \( \text{Cont}_{\text{User}} = 0.75 \), so the deviation degree of chown32 is 0.75 (\( v = 7 \)). Therefore, the deviation of software behavior for two abnormal traces can be detected accurately and the software behavior is untrustworthy.

**Comparison of detection ability:** We compare our model to some traditional software behavior models based on system call. System call time sequence model (Jones and Li, 2001; Pu and Lang, 2007) cannot detect the deviation of system call context, system call arguments and time interval for different program context or different software behavior trace between adjacent system calls. HPDA model (Liu et al., 2005) is helpless to monitor the software behavior between adjacent system calls. Our model can detect deviations according to system calls, such as system call name, system context, system call arguments and can decide whether to deviate from normal software behavior between adjacent system calls obviously including the deviation of time intervals for the same program context, different program context or different behavior trace between adjacent system calls. Our model's detection ability of software behavior is better than traditional models.

**CONCLUSIONS**

An improved software behavior model in system call level is proposed according to the deficiency of traditional software behavior model based on system call. Several
system call attributes are introduced and their deviation degrees are taken into account comprehensively for more overall and more accurate software behavior monitoring. The software behavior between adjacent system calls which cannot be monitored just through system call is monitored through time intervals. Our model's detection ability of software behavior is better than traditional models obviously. Moreover, our model has good extensibility, that is, new system call attributes can be introduced to our model conveniently. However, there is also some limitation. Our model cannot detect the deviation of software behavior with smaller time interval deviation. The research on whether the software behavior deviates from the normal one is very significant for applications such as intrusion detection, decision of software version update, etc.
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