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Abstract: The aim of this study is a novel hybrid approach for optimizing the performance of back-propagation classifier (BPC) by utilizing the ability of Memetic algorithm (genetic algorithm and great deluge algorithm) to optimize the parameters (weight) of the BPC for fish classification problem. To recognize an isolated pattern of fish in the image based on the combination between robust features extraction which extracted based on Potential Local Geometric Features (PLGF) and shape measurements, which are extracted by measuring the edge detection method, distance and angle measurements. Typical the BPC has such disadvantage as slow practice speed and easy for running into local minimum. We presented a system prototype for dealing with such problem. The process started by acquiring an image-containing pattern of fish, then the image features extraction is performed relying on PLGF and shape measurements. The hybrid Memetic Algorithm (genetic algorithm and great deluge algorithm) with BPC (HGAGD-BPC) has outperformed BPC method and previous methodologies by obtaining better quality results but with a high cost of computational time compared to the BPC method. Where the overall accuracy obtained using the traditional BPC was 86%, while the overall accuracy obtained by the HGAGD-BPC was 96% on the test dataset used. We developed a classifier for fish images classification. Eventually, the classifier is able to classify the given fish into poison and non-poison fish and classify the poison and non-poison fish into its family.
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INTRODUCTION

Recently, a lot of study was done by depending on the computer; In order to let the processing time to be reduced and to provide more results that are accurate, for example, depending on different types of data, such as digital image and characters and digits. In order to automate systems that deal with numbers such as Fingerprint verification, face recognition, iris discrimination, chromosome shape discrimination, optical character recognition, texture discrimination and speech recognition. And an automatic fish image recognition system is proposed in this study. Digital image recognition has been extremely found and studied. Various approaches in image processing and pattern recognition have been developed by scientists and engineers to solve this problem (Al-Omari et al., 2009). That is because it has an importance in several fields. In this study, system for recognized of fish image is built which may benefit various fields, the system concerning on isolated pattern of interest, the input is considered to be an image of specific size and format, the image is processed and then recognized the given fish into its cluster and categorize the clustered fish into poison or non-poison fish and categorizes the non-poison fish into its family. The proposed system recognizes isolated pattern of fish as the system acquire an image consisting pattern of fish, then the image will be processed into several phases such as pre processing and feature extraction before recognizing the pattern of fish. The BPC used for the recognition phase.

Problem statement: The problem statement of this study extracted from the previous studies, several efforts have been devoted to the recognition of digital image but so far it is still an unresolved problem. Due to distortion, noise, segmentation errors, overlap and occlusion of objects in color images (Bai et al., 2008; Kim and Hong, 2009). Recognition and classification as a technique gained a lot of attention in the last years wherever many scientists utilize these techniques in order to enhance the scientific fields. Fish recognition and classification still active area
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in the agriculture domain and considered as a potential research in utilizing the existing technology for encouraging and pushing the agriculture researches a head. Although advancements have been made in the areas of developing real time data collection and on improving range resolutions (Patrick et al., 1991; Nery et al., 2005) existing systems are still limited in their ability to detect or classify fish. Despite the widespread development in the world of computers and software, the people dies every day because they do not have the ability to distinguish between poison fish and non-poison. Object classification problem lies at the core of the task of estimating the prevalence of each fish species. Solution to the automatic classification of the fish should address the following issues as appropriate:

- Arbitrary fish size and orientation; fish size and orientation are unknown a priori and can be totally arbitrary
- Feature variability; some features may present large differences among different fish species
- Environmental changes; variations in illumination parameters such as power and color and water characteristics, such as turbidity, temperature, not uncommon. The environment can be either outdoor or indoor
- Poor image quality; image acquisition process can be affected by noise from various sources as well as by distortions and aberrations in the optical system
- Segmentation failures; due to its inherent difficulty, segmentation may become unreliable or fail completely

And the vast majority of research-based classification of fish points out that the basic problem in the classification of fish. They typically use small groups of features without previous thorough analysis of the individual impacts of each factor in the classification accuracy (Lee et al., 2003; Lee et al., 2008; Alsmadi et al., 2010b; Alsmadi et al., 2010a).

**Previous work:** Selecting suitable variables is a critical step for a successful implementation of image classification. Many potential variables may be used in image classification such as shapes and texture and the feature extraction process can do it. The purpose of feature extraction is to determine the most relevant and the least amount of data representation of the image characteristics in order to minimize the within-class pattern variability, whilst, enhancing the between-class pattern variability. There are two categories of features: Statistic features and structural features. Feature extraction from an image is a major process in image analysis. An image feature is an attribute of an image. Image features can be classified into two types: Natural and artificial ones. The natural features are defined by the visual appearance of an image such as luminance of a region (Wang et al., 2005), whilst artificial features are obtained from some manipulations of an image such as image amplitude histogram and filters (Petrou and Kadyrov, 2001). Image analysis requires the use of image features that capture the characteristics of the objects depicted so that they are invariant to the way the objects are presented in the image. Historically, the process of extracting image features has been anthropocentric; The features calculated are defined in a way that captures the attributes the human vision system would recognize in the image. Thus, features like compactness, brightness are features, which have some physical and perceptual meaning. It is not however necessary for the features to have a meaning to the human perception in order to characterize well an object. Indeed, features which broaden the human perception may prove to be more appropriate for the characterization of complex structures, like the objects often one wishes to identify in an image (Sze et al., 1999). Zien et al. (1999) proposed a classifier based on color and shape features of fish to deal with the shape-based retrieval problem. They mentioned about the necessity of using shape and color of fish to search the fish database of Taiwan. The developed technique is able to perform scale and rotation invariant matching between two fishes. A target object selected by a bounding rectangle has to be processed by a foreground/background separation step. The target object (foreground part) is then converted into a Curvature Scale Space (CSS) map. In order for performing rotation invariant matching. The authors further converts the CSS map into a Circular Vector (CV) map and then find its representative vector based on the concept of force equilibrium. After rotating the representative vector into the canonical orientation, every unknown object can be compared with the model objects efficiently. An image-processing algorithm developed by Shuter and Nixon (2001) has been used for discrimination between images of three fish species for use on freshwater fish farms. Zernike velocity moments were developed by Shuter and Nixon (2001) , to describe an object using not only its shape, but also its motion throughout an image. Classification is the final stage of any image-processing system where each unknown pattern is assigned to a category. The degree of difficulty of the classification problem depends on the variability in feature values for objects in the same category, relative to the difference between feature values for objects in different categories. Lee et al. (2008) proposed shape analysis of images of
fish to deal with the fish classification problem. A new shape analysis algorithm was developed for removing edge noise and redundant data points such as short straight line. A curvature function analysis was used to locate critical landmark points. The fish contour segments of interest patterns were then extracted based on landmark points for species classification, which were done by comparing individual contour segments to the curves in the database. Regarding the feature extraction process, the authors tackled in their research the following features: Fish contour extraction; fish detection and tracking; shape measurement and descriptions (i.e., shape characters (features), anal and caudal fin and size); data reduction; landmark points; landmark point statistics (i.e., curve segment of interest). In their study, they have chosen nine species of fishes that have similar shape characters and the total of features was nine features. Also, they recommended that the decision tree is considered as a suitable method to obtain high accurate results of fish images based on the common characters used, such as: Caudal, anal and adipose fin. Furthermore, the authors claimed that the number of shape characters needed to be used and how to use them depending on the number of species and what kind of species are required by the system to be classified. Their experiments conducted 22 fish images that belong to 9 species, where the detection percentage of the classification process was 90%.

EXPERIMENTAL

This study had focused on 610 images of fish which collected from Global Information System (GIS) on Fishes (fish-base) and department of fisheries Malaysia Ministry of Agricultural and Agro-based industry in Putrajaya, Malaysia region currently, the database contains 610 of fish images. Data acquired on 22th August 2008 are used. Our system has been applied on 20 different fish families, each family has a different number of fish types and our sample consists of distinct 610 of fish images. These images are divided into two datasets: 400 training images and 210 testing images.

The feature selection approach: Feature extraction refers to a process by which fish attributes are computed and collected from PLGF and shape measurements through the edge detection method, distance and angle measurements. The goal of a feature extraction determines a largest set of features.

Anchor/landmark points location detection: In the PLGF and shape measurements, a number of anchor/landmark points are required to be determined as labeled in Fig. 1a, b and Fig. 2. Anchor/landmark points detection is the goal in several works during the last few years. The aim of point detection is to detect a relevant set of point to get the anchor point for patterns of interest. The goal of anchor point detection in our study is to determine nineteen labeled points that will give the location of each features determined for fishes recognition. Then it will be used to calculate the features geometry (distance and angle measurements) for the recognition purpose.

After detecting the anchor/landmark points over the image, we can extract the features from the PLGF and shape measurements.

Shape measurements: This group of measurements consists of planar measurements on the fish’s area and the length of external contour of fish will be computed by edge detection method (Moktik and Salam, 2008). These features are not invariant under translation, scales and rotation; they are fundamentally role in computing other relevant features.

Potential local geometric features: PLGF are to determine the significant similarity part, such as the tail shape. Furthermore, through the usage of distance and angle tools, the following features can be determined: The length and width of fish, size of mouth, angle of head,
caudal fin length, dorsal fin length, caudal angle and the angle between the mouth and the eye. Besides, by dividing the fish into two parts it can be a significant step in obtaining a high accuracy of fish classification. According to Fig. 2, two different triangles are drawn based on the maximum and minimum points on the x-axes as well as y-axes, finalising the triangle drawing process by connecting lines between the maximum and the minimum points on x-axes with the maximum and minimum points on y-axes. This will lead to the classification process through the calculation of triangle’s angles between three points and the triangles area.

Calculation of extracted features: For the PLGF and shape measurements we used the distance and angle measurements to calculate their features. The distance measurements are the length of twelve landmark points (P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11 and P12) as shown in Fig. 1a. While the angle measurements are the angles between three landmark points (P13, P2 and P12), (P14, P5 and P6), (P15, P2 and P16), (P15, P17 and P16) and (P17, P17 and P13) as shown in Fig. 1a. and two triangle (P15, P2 and P16) and (P15, P17 and P16) illustrated in Fig. 2. The selected anchor/landmark points are explained in Table 1 and 2. This calculation of the distance and the angle will be explained in the next subsection.

Distance measurements: Distance is a numerical description of how far apart objects are at any given moment in the time in physics or everyday discussion, distance may refer to a physical length, a period time or estimation based on other criteria (e.g., two counties over). In mathematics, distance must meet more rigorous criteria. In neutral geometry, the minimum distance between two points is the length of the line segment between them.

In algebraic geometry, the distance d between the points A = (x₁, y₁) and B = (x₂, y₂) is given by the formula:

$$d = \sqrt{(x₂-x₁)^2 + (y₂-y₁)^2}$$

Similarly, given points (x₃, y₃, z₃) and (x₄, y₄, z₄) the distances between them, are given by the formula:

$$d = \sqrt{(x₄-x₃)^2 + (y₄-y₃)^2 + (z₄-z₃)^2}$$

The distance calculation can be seen in Table 1 and referred to the ten landmark points as in Fig. 1a shows the distance between mass points as in Table 1. There are ten features produced from this distance measurement category.

Calculate the angles: An angle can be defined as two rays or two line segments having a common end point. The endpoint becomes known as the vertex. An angle occurs when two rays meet or unite at the same endpoint. The angles between two vectors, as we show in Fig. 1b below can be identified as \( \angle ABC \) or \( \angle CBA \). You can also write this angle as \( \angle B \) which names the vertex (common endpoint of the two rays).

The distance formula as mentioned previously can be used to find the distance between two points (A, B and C). Once the two side measurements are known, the internal angles \( \theta \) can be found as well. When the angle \( \theta \) is unknown, the cosine rule is the only option to find the angle. This is represented by an angular separation formula that represents cosine angle between two vectors. Basically, from vector algebra we remember that cosine angle between two vectors can be represented as dot product divided by length of the two vectors as shown in Fig. 3:

$$\cos \theta = \frac{a \cdot b}{|a||b|}$$

The length of a vector (also known as modulus) is the root of square of its coordinate:

$$|a| = \sqrt{a₁^2 + a₂^2 + ... + aₙ^2}$$

Putting the two together, we get:

$$\cos \theta = \frac{a₁b₁ + a₂b₂ + ... + aₙbₙ}{\sqrt{a₁^2 + a₂^2 + ... + aₙ^2} \sqrt{b₁^2 + b₂^2 + ... + bₙ^2}}$$
GENETIC ALGORITHM

Genetic Algorithm (GA) optimization is an evolutionary, directed search technique that evaluates hundreds of thousands of possible solutions as it converges on the best solution alternatives. Also GAs are randomized parallel search algorithms that model natural selection, the process of evolution. Over time, natural selection has produced a wide range of robust structures (life forms) that efficiently perform a broad range of functions. The success of natural selection on earth provides an existence proof of the viability of an evolutionary process as a model for constrained optimization problems. Like natural selection, GAs are simple, significantly, faster and robust search method requiring little information to search effectively in large, poorly-understood spaces (Turabieh, 2010).

As the process of implementing GA became better understood and modern computing power became increasingly available, the ability to simulate evolutionary systems on the computer soon began to attract growing interest from the scientific community. In addition to generating further insight into the process of natural evolution, artificial evolutionary techniques also revealed characteristics, which would be particularly useful for applications optimization, engineering and computer science, among other fields.

Recently, many people are using Genetic Algorithms in an easy manner, as long as he/she know how to encode solutions of a given problem to chromosomes in GA and compare the fitness of solutions. The secret behind the success in GA is the representation and meaningful fitness evaluation. GA power come from discovering good solutions rapidly for difficult high-dimensional and complex problems (Turabieh, 2010).

GA EVOLUTIONARY PROCESS

There are two elements are required for any problem before a genetic algorithm can be used to search for a solution and they are:

- There must be a method of representing a solution in a manner that can be manipulated by the algorithm. Traditionally, a solution can be represented by a string of bits, numbers or characters
- There must be some method of measuring the quality of any proposed solution, using a fitness function

The evolutionary processes of GAs start by the computation of the fitness of the each individual in the initial population. A flowchart for a simple GA process is given in Fig. 4. To summarize how genetic algorithms
begin
k=0;
initialize Pop(k);
evaluate Pop(k);
while (termination not reached) do
recombine Pop(k) to generate Offspring(k);
evaluate Offspring;
Select Pop(k+1) from Pop(k) and Offspring(k);
k = k + 1
end while
end

Fig. 5: Simple Genetic Algorithms (Turabieh, 2010)

work, assume that Pop(k) and Offspring(k) are the parents and offspring in current generation t; the general structure of a genetic algorithm procedure can be described by the simple pseudo code as shown in Fig. 5.

**GREAT DELUGE ALGORITHM**

The great deluge algorithm is a local search procedure that was introduced by Dueck (1993). The idea of great deluge comes from the analogy that a person climbing a hill and try to move to any direction of finding a way up to keep his feet dry as the water level rises during a great deluge.

Inserting a great deluge algorithm within a genetic algorithm is considered an effective way to produce a high quality solution rather than using a genetic algorithm alone (Nahas et al., 2008; Al-Milli, 2010). This research applied a great deluge algorithm to improve the solution quality (weight) by increasing the number of fitness cost. This helps to enhance the exploitation process during the searching process.

**Neural network model:** The multilayer feed forward neural network model with BPC for training is employed for classification task as shown in Fig. 6. Which illustrates our implemented neural network contains three layers which are the input layer, the hidden layer and the output layer (Alsmai et al., 2009a, b). The number of neurons is varied from layer to another (except The output layer consist of 20 neurons since we need to classify 20 fish families [1, 2, …, 20] each of which correspond one of the possible family’s that might be considered) in order to determine the suitable number of neurons for both input and hidden layers, therefore, obtaining high accurate results. In Fig. 6 the back-propagation classifier is a three-layer feed forward neural networks. The sold arrows represent the forward operation. Whilst, the dotted arrows represent the backward operation. The circles represent the neurons. Each connection between layers has a specific weight that is stored in weight matrix. The final output obtained from the summation of the inputs in the final stage for each neuron located in the output layer.

In this research, the input used as a features matrix, that obtained from the input image (fish images). The result from the output layer compared to the original results in the training stage. The feed forward neural networks adjust the weights in order to reduce the error between desired outputs and feed forward neural networks results.

Table 3 shows the number of input features and number of neurons for each layer that determined experimentally.

**A hybrid memetic algorithm with back propagation classifier:** The MA is used in this work to optimize the
weights required by the BPC by initialize a population of diverse weights covering large possibilities of determining the best suited weight for the algorithm’s learning process. The parameter learning process, based on MA technique and BPC, involve a two-step learning process, in the first step, the initial parameters of the neural network are tuned by the MA. In the second step, the BPC is introduced to train the initial NN to yield optimal values of weight and biases in the NN.

Basically, the MA is a derivative-free stochastic optimization method based on the features of natural selection and biological evolution. It has several advantages over other optimization algorithms. It can be applied to both continuous and discrete optimization problems. Compared with the BPC, the MA is less likely to get trapped in local optima (Maniezzo, 1994; Tang et al., 1995; Siddique and Tokhi, 2001; Leung et al., 2003; Gang et al., 2006; Kattan et al., 2010). This can be avoided by implementing some genetic operators and mechanisms, such as producing new population using solutions crossover and/or mutation. It is a computational model inspired by population genetics. It has been used mainly as function optimizers and it has been demonstrated to be an effective global optimization tool, especially for multi-model and non-continuous functions.

The flowchart of proposed hybrid learning algorithm is illustrated Fig. 7. This model describes the hybridization between MA and BPC by using the MA to optimize the parameters of the BPC. All the parameters of the BPC are encoded to form a long chromosome and tuned by the MA. Then, as a result of the MA process, the BPC is used to train the network.

**INITIALIZATION**

Usually, generating weights for feed-forward artificial neural network is randomly process. However, chromosome representation plays an important factor of successful genetic algorithm. This research used a simple presentation for chromosome that is based on binary representation for each solution. Figure 8 represents a pictorial diagram for representation of gene, chromosome and population.

Each chromosome represents a possible solution by a set of parameters. The population size depends on the nature of the problem but typically contains several hundreds or thousands of possible solutions.

**ROULETTE WHEEL SELECTION**

Roulette Wheel Selection is the simplest selection schema; Baker (1987) developed it. This is a stochastic algorithm and involves the following technique:
Fig. 8: Representation of Gene, Chromosome and Population

Fig. 9: Roulette wheel technique

- The individuals are mapped to contiguous segments of a line, such that each individual's segment is equal in size to its fitness
- A random number is generated and the individual whose segment spans the random number is selected
- The process is repeated until the desired number of individuals is obtained (called mating population)

Two chromosomes in the population will be selected to undergo genetic operations for reproduction by the method of spinning the roulette wheel (Tang et al., 1995). It is believed that high potential parents will produce better offspring (survival of the best ones). The chromosome having a higher fitness value should therefore have a higher chance to be selected as parent as shows in Fig. 9.

From the Fig. 9, three segment areas, for example, represent three solutions (A, B and C) in which each segment area has its size determined by the fitness of the solution. The higher fitness value (of a solution) has the highest probability to be selected in successive iterations.

The basic part of the selection process is to stochastically select from one generation to create the basis of the next generation. The requirement is that the fittest individuals have a greater chance of survival than weaker ones. This replicates nature in that fitter individuals will tend to have a better probability of survival and will go forward to form the mating pool for the next generation. Weaker individuals are not without a chance. In nature such individuals may have genetic coding that may prove useful to future generations.

Fig. 10: Binary representation and single point crossover

Fig. 11: Mutation process

**SINGLE POINT CROSSOVER**

This is the simplest method of crossover, which generate one or two child string by random selection of crossover site within the length of pattern string. Single point crossover is done by choosing a randomly point, the chromosomes of the parents will be cut from that point, and the resulting sub-chromosomes will be swapped as shown in Fig. 10.

**Mutation**: The purpose of mutation in MAs is to allow the algorithm to avoid local minima by preventing the population of chromosomes from becoming too similar to each other, thus slowing or even stopping evolution. Where, a variable is selected with a certain probability and its value is modified by a random value. This reasoning also explains the fact that most MA systems avoid only taking the fittest of the population in generating the next but rather a random (or semi-random) selection with a weighting toward those that are more fit. A simple mutation example shown in Fig. 11.

Here, this study chooses non-uniform mutation method. Non-uniform mutation changes one of the genes of the parent based on a non-uniform probability distribution.

**FITNESS FUNCTION**

The fitness function is dependent on problem and is used to evaluate the performance of each individual. The
fitness function of calculating the performance of each individual is by computing the percentage Variance Account Function (VAF) between two signals. The VAF is calculated as follows:

\[ V = 1 - \frac{\text{Variance}(y - y_{\text{est}})}{\text{Variance}(y)} \times 100\% \]

where \( y \) is the real output, \( y_{\text{est}} \) is the estimated output of a model and VAF is computed for the two signals to result the output \( v \). The VAF of two signals that are the same is 100%. If they differ, the VAF will be lower. When \( y \) and \( y_{\text{est}} \) have multiple columns, the VAF is calculated for every column in \( y \) and \( y_{\text{est}} \). The VAF is often used to verify the correctness of a model, by comparing the real output with the estimated output of the model.

**STOPPING CRITERION**

A generation consists of the production of a new population in a generational algorithm. A similar definition is used for a steady-state algorithm. A maximum number of generations usually defines the stopping criterion in genetic algorithms. However, when it is possible to achieve an ideal fitness (i.e., optimal weight), this can also serve as the stopping criterion. In this work, a maximum generation number is used, regardless of whether the ideal fitness is achieved or not. Other criteria are possible, such as a measure of diversity loss or a lack of fitness improvement.

**Experimental result:** As we show in Table 4, the accuracy of recognition test results for each fish family (20 families) based on the PLGF and Shape features uses BPC and HGAGD-BPC, which are vary from a family to another. The results indicated a high percentage of accuracy for each fish family’s recognition, where these results lie between 79% as minimum percentage of accuracy and 96% as a maximum percentage of accuracy by BPC. While, the HGAGD-BPC has obtained the maximum percentage of accuracy is equal to 97% and the minimum percentage of accuracy is equal to 93%.

In the BPC some of the results that are close to the minimum percentage (e.g., Sigamidae) because of sharing some common features with each other (e.g., Megalopidae) which causes a noise identification interruption to the neural network. However, in the other hand, some families share the same features with each other, but each one has its own species-specific traits. This gives the ability of the neural network to recognize the respected family easier. For example, some of the poison fishes have the same angle tail with other non-poison fishes but with some dissimilarity such as length of dorsal fin and the distance between the pelvic fin and the right-end of the mouth. The same situation goes with the non-poison fishes, for example, the size of mouth, anal fin length, the distance between the right-end of mouth and the dorsal fin, are usually vary from family to another.

As shown in the Table 4, the poison fish families are recognized with high accurate results, due to their species-specific traits unlike to the non-poison fish families. The obtained results of the poison fish families are within 91 and 94%.

**RESULTS AND DISCUSSION**

The methods have been implemented in MATLAB programming language on a CPU Core 2 Duo 2.33 GHZ. We have considered different fish images families, obtained from Global Information System (GIS) on Fishes (fish-base) and department of fisheries. For experimentation purpose 610 hundred fish images families are considered, 400 fish images for training and the rest 210 for testing. Table 5 describes the overall training and testing accuracy obtained based on robust features extracted from PLGF and shape measurements using BPC. In addition, the problem in fish recognition is to find meaningful features based on the features extraction. An efficient classifier that produce better fish images recognition accuracy rate is also required. As we show in Table 5 the overall training accuracy equals to 89% and the overall testing accuracy equals to 86%.

Table 6 describes the fitness cost and the overall accuracy of training and testing for the PLGF and shape features. The results shown in the Table are the overall
Table 5: Description of the overall accuracy of training and testing

<table>
<thead>
<tr>
<th>Description</th>
<th>Results (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall training accuracy</td>
<td>89</td>
</tr>
<tr>
<td>Overall testing accuracy</td>
<td>86</td>
</tr>
</tbody>
</table>

Table 6: The overall accuracy outcome for both training and testing accuracy obtained from the trained HGAGD-BPC

<table>
<thead>
<tr>
<th>Description</th>
<th>Results (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness cost</td>
<td>98</td>
</tr>
<tr>
<td>Overall training</td>
<td>97</td>
</tr>
<tr>
<td>Overall testing</td>
<td>96</td>
</tr>
</tbody>
</table>

accuracy outcome for both training and testing accuracy obtained from the trained HGAGD-BPC. The fitness cost and the overall training and testing accuracy was 98%, 97% and 96% respectively.

The feature extraction is done based on PLGF and shape measurements, utilizing local geometric approach that uses distance and angles measurements. This is to obtain 12 features that rely on distance measurements, 5 features that rely on angles measurements and 2 features obtained by edge detection. We determined 19 anchor/landmark points on the shape of pattern of interest (fish), where 20 landmark/anchor points were extracted manually. Only one fish-based study is reported in the literature that extracted the features using the distance measurements, while in our work, we increased the number of features extracted using the distance measurements. In addition, we added (for the first time in the fish classification) the angles measurements and dividing the pattern of interest (fish) into two triangles. The main advantage of the local geometric approach that is less affected by global changes in the appearance of fish images including fish expression. Nevertheless, this approach has received little attention due to the fact that it requires an additional step of reliably locating fish landmarks/anchor points, which may affect their overall performance (Gupta et al., 2007; Lee et al., 2008).

CONCLUSION

Nineteen features representation have been extracted from nineteen detected landmark points as shown in the second section of the paper. All features were obtained from PLGF and shape measurements of fish images, through angle and distance measurements. Our experimental results suggest that our feature selection methodology can be successfully used to significantly improve the performance of fish classification systems. Unlike previous approaches which propose feature descriptors and do not analyze their impact in the classification task as a whole. We propose a general set of 19 features and their corresponding weights which may be used as a priori information by the classifier. Moreover, our study presents a novel set of features extracted from PLGF and shape measurements. The performance of the BPC has been improved significantly by the hybridization of the MA with the BPC. Where proved to be much better than the BPC. The experiments showed the effectiveness and robustness of the MA incorporated by the BPC. The HGAGD-BPC has outperformed BPC method and previous methodologies by obtaining better quality results but with a high cost of computational time compared to the BPC method. Where the overall accuracy obtained using the traditional BPC was 86%, while the overall accuracy obtained by the HGAGD-BPC was 96% on the test dataset used.
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