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Abstract: Image files become an important resource for its characteristics such as rich information, intuitive vivid content etc. In recent years, the technology on image retrieval achieved rapid development. This study centers around the development and evaluation of the image retrieval system based on the content. The research work had been carried out as following: Firstly, designed the image retrieval method and image retrieval system based on the three color edge characteristics; Secondly, made a performance test and user’s satisfaction evaluation of the designed system. In the process of system design, a novel image retrieval method is built in this study. Using the methods such as three component of color image, edge detection, image block technology realized a image retrieval system which the precision rate and recall rate are satisfying. In using the satisfaction evaluation, 14 indicators are built in the questionnaire. Determined five common factors by the factor analysis and used the regression analysis to obtain the user’s satisfaction of the software designed in this study.
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INTRODUCTION

With the improvement of computer hardware, image has become more and more important information carrier and all kinds of image database have been also constructed. In order to find out the image needed by user, image retrieval technology has been researched. Image retrieval methods are generally two ways: one is text-based image retrieval and another is content-based image retrieval (Apostolova et al., 2013).

In fact, text-based image retrieval is the process of searching homonym image. So, errors often appear in text-based image retrieval. Therefore, content-based image retrieval has gradually become the main technology in the field of image retrieval (Schaefer, 2011). In content-based image retrieval, image features can be divided into three categories such as color feature, texture feature, shape feature (Lai, 2013). Because human eye is more sensitive to color, color becomes a feature in common use. Shape and texture feature is used to judge edge direction or image contour.

Because single feature may reduce the accuracy, it is more effective that many features are combined to finish image retrieval. A multi-feature fusion method had been proposed. First, original image was segmented some sub-blocks. Then, colour feature and texture feature was extracted on every sub-blocks. Finally, Euclidean distance measure is used in retrieval query image (Vimina and Jacob, 2012). To extract colour feature and texture feature, wavelet transform and K-mean algorithm is used in forming feature vectors (Bai et al., 2012). Shape feature is also used in image retrieval and a new method was proposed with feature points. In this method, similarity measure was computed with a stretch matching algorithm and a descriptor which could weaken noise (Pedrosa et al., 2011).

Many objective parameters can be used in evaluating the performance of image retrieval, including retrieval accuracy, retrieval speed, recall ratio. For image retrieval system or software, statistics method is more suitable to test users’ satisfaction. A predicted model has been built for satisfaction evaluation of software system. This model can gather feedback by analyzing influence factors to users and it can obtain a good approximation of actual satisfaction (Rumyana and Barbara, 2013). Correlation analysis, regression analysis, factor analysis is also used in judging satisfaction and these methods can be combined to improve evaluation accuracy (Xie and Lianguang, 2013; Shuangping et al., 2013; Xiaoxi, 2012).

In this study, an image retrieval system was built based on three colour edge features and factor analysis method and other statistical method was used evaluating users’ satisfaction for this retrieval system.

DESIGN OF IMAGE RETRIEVAL SYSTEM BASED ON THREE COLOR EDGE FEATURE

Framework design of image retrieval system: In order to build an efficient image retrieval system, multi-feature fusion strategy is still used in core retrieval method. First,
original image need be segmented to several sub-blocks. Second, three color components are extracted according to every sub-block image. Third, MP edge detection is used in extracting edge for every color component. Fourth, similarity measure is formed by computing edge pixel percentage of three color components of all sub-blocks. Finally, image retrieval is carried out by using this similarity measure. The framework of image retrieval system is designed as Fig. 1.

**Feature extraction:** Image size is an important cause which can determine the speed of image processing and image retrieval. In this study, every image is segmented into some blocks and feature extraction is carried out on these sub-blocks.

**Three color components computation:** Color feature is extracted on every sub-block image. Because color format is RGB model commonly, sub-block image is first divided into three color components such as red, green and blue. Then, color mean value is calculated for each color component image as followings:

\[ \bar{r}_i = \frac{1}{w \times h} \sum_{i} \sum_{j} r(i, j) \]  

\[ \bar{g}_i = \frac{1}{w \times h} \sum_{i} \sum_{j} g(i, j) \]  

\[ \bar{b}_i = \frac{1}{w \times h} \sum_{i} \sum_{j} b(i, j) \]  \hspace{1cm} (3)

where, \( r(i, j) \), \( g(i, j) \), and \( b(i, j) \) is the mean value of red component, green component and blue component, respectively. When there are \( k \) sub-blocks of original image, \( S_{ik} \) is the \( k \)th sub image, \( w \) and \( h \) is the width and height of every sub image. \( r(i, j) \), \( g(i, j) \) and \( b(i, j) \) is the red value, green value and blue value of every pixel.

**Edge detection:** Edge feature of each color component image is used in retrieving image. In this study, Canny operator is selected for edge detection. Compared with other operators, Canny edge detection has two advantages: accurate location and single pixel edge. Canny edge detection is carried out as follows:

- Gauss filter is used in smoothing image. If \( g(x, y) \) describes original image and \( f(x, y) \) describes smoothed image, Gauss filter can be shown as Eq. 4:

\[ f(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} g(x, y) \]  \hspace{1cm} (4)

- Edge intensity and direction is calculated by using partial derivative of smoothed image. This process is just like Eq. 5:

\[ f'_x(x,y) = \frac{f(x+1,y) - f(x,y) + f(x+1,y+1) - f(x,y+1)}{2} \]

\[ f'_y(x,y) = \frac{f(x,y+1) - f(x,y) + f(x+1,y+1) - f(x+1,y)}{2} \]

\[ M(x,y) = \frac{\sqrt{f'_x(x,y)^2 + f'_y(x,y)^2}}{2} \]

\[ \theta(x,y) = \arctan \frac{f'_x(x,y)}{f'_y(x,y)} \]

where, \( f'_x(x,y) \) is the first order partial derivative of \( x \) direction, \( f'_y(x,y) \) is the first order partial derivative of \( y \) direction, \( M(x,y) \) is the edge intensity, \( \theta(x,y) \) is edge direction

- False edge information is depressed. After partial derivative solution, a large number of edge will be calculated but many of them are not true edges which should be removed. In Canny algorithm, all edges will be taken to compare with neighbourhood gradient extreme value. If they are smaller than neighbourhood gradient extreme value, these edges are false edges
- Discontinuous edge feature will be connected into a complete edge. In this procedure, discontinuous two non-zero pixels should be connected in a neighbourhood

**Similarity measure:** Use the color feature and edge feature extracted previously, you can compare two similar degree of the image. Firstly, Eq. 1-3 were used one by one to compare the three color component information of the two corresponding sub-block images. In this way can form the first screening of image retrieval. Afterwards, edge percentage was used as secondary retrieval features to obtain the final retrieval results.

Assuming that the original image was separated into \( n \times m \) sub blocks and then through calculating the red, green and blue three color components, so there are \( 3 \times n \times m \) sub blocks in total. After Canny edge detection in anterior segment, each sub image only have edge pixels and background pixels. Thus, each sub image's edge percentage only requires the statistic of different gray level and it can be realized.

According to the Eq. 6, calculate the margin percentage for each child images, respectively:

\[ f^n_i = \frac{\text{Num}(E)}{\text{Num}(B)} \]  \quad (6)

In Eq. 6, \( f^n_i \) on behalf of the edge of the percentage of the image, \( \text{Num}(E) \) on behalf of the number of edge pixels, \( \text{Num}(B) \) on behalf of the pixel number in the all sub image.

In this way, the set of the sub image percentage's feature can use Eq. 7 said:

\[ F(I) = \{ f^n_i | i = 1, 2, 3 \times n \times m \} \]  \quad (7)

In carrying out the second retrieval, a method was taken base on edge percentage feature's similarity measure, as shown in Eq. 8:

\[ \text{Sim}(Q,D) = \frac{1}{\sqrt{\sum_{i=1}^{3n \times m} (f^n_i - f^n_Q)^2}} \]  \quad (8)

In Eq. 8, \( Q \) on behalf of the queried image, \( D \) on behalf of the database image in the database.

**Image retrieval experiment:** According to former method of sub image edge feature detection base on three color components, this study constructed the corresponding image retrieval system. And use different image to retrieve query images in the database, in this way to test the system's performance. There are 1000 color pictures in the test image library, the image formats are JPG format, image content related to landscape, scenery, flowers, animals, cars, buildings, people, etc. As shown in the Fig. 2 are the image results of three color extraction, edge detection and block processing.

Use the original image in Fig. 2 as a query image, the retrieval result in the database is shown in Fig. 3 which were ranked for its similarity.

It can be seen from the figure that satisfactory result could be obtained by using the retrieval methods and the retrieval system built in this study, the former six image's precision is 100%. For tiger's image, the curve of the precision and the entirety was shown in Fig. 4.

In fact, retrieval experiments are also do with images of other content, respectively and make a comparison using based on color feature retrieval (method 1), based on edge feature retrieval (method 2) and the retrieval method in this study (method 3). The final retrieval results as shown in Table 1.

It can be seen from the data in Table 1 that the method of this study has been achieved higher retrieval accuracy when the content of image is different and it didn't take too much time.

**Satisfaction Evaluation of Image Retrieval System Based on Three Color Edge Feature**

**Satisfaction evaluation method:** The final purpose of the image retrieval system built in this study is to be popularized and applied in more fields. Therefore, this system had been tried among some users and use the
Fig. 2: Result of three color extraction, edge detection, block processing. From left to right, the original image is first divided into three color component images. After that, each color component image is carried out edge detection. Finally, the edge detection image is segmented four pieces.

Table 1: Retrieval accuracy and retrieval time of different methods. According to three different retrieval methods, six different query images are carried out image retrieval and retrieval precision and retrieval time are all listed.

<table>
<thead>
<tr>
<th>Query image</th>
<th>Retrieval accuracy (%)</th>
<th>Retrieval time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method 1</td>
<td>Method 2</td>
</tr>
<tr>
<td>Mountain</td>
<td>87.8</td>
<td>90.5</td>
</tr>
<tr>
<td>Scenery</td>
<td>87.9</td>
<td>91.3</td>
</tr>
<tr>
<td>Animal</td>
<td>86.5</td>
<td>90.7</td>
</tr>
<tr>
<td>Flower</td>
<td>82.4</td>
<td>85.6</td>
</tr>
<tr>
<td>Building</td>
<td>83.5</td>
<td>92.2</td>
</tr>
<tr>
<td>Human</td>
<td>82.9</td>
<td>90.5</td>
</tr>
</tbody>
</table>

Factor analysis: The essence of the factor analysis is make a new expression for the original question set, every question will be regarded as combination of a common factor and characteristic factor. The subsequent statistical analysis will focus on common factor rather than the original question. Because the number of common factors is much less than the number of original questions so as to achieve the aim of reduction.

Supposed there are n questions in the original question set Z, its factor analytical form as shown in Eq. 9.
Fig. 3(a-b): Retrieval results using the tiger image. The above image is the query image, the lower is the retrieval results according to the query image. Image sequence is set according the value of similarity (a) Query image and (b) Retrieval results

\[
\begin{align*}
Z_1 &= a_{11}F_1 + a_{12}F_2 + \cdots + a_{1n}F_n + U_1 \\
Z_2 &= a_{21}F_1 + a_{22}F_2 + \cdots + a_{2n}F_n + U_2 \\
&\vdots \\
Z_j &= a_{j1}F_1 + a_{j2}F_2 + \cdots + a_{jn}F_n + U_j \\
&\vdots \\
Z_n &= a_{n1}F_1 + a_{n2}F_2 + \cdots + a_{nn}F_n + U_n \\
\end{align*}
\]  

(9)

In Eq. 9, \( F_j \) is the common question factor of every question, \( U_j \) is the characteristic factor of every question, \( a_{ij} \) is the common factor load parameter. All \( a_{ij} \) compose the load matrix as shown in Eq. 1:

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
& \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix}
\]  

(10)

Use the load matrix to calculate the sum of the squares of line \( j \) element to obtain the communalities corresponding to \( Z_j \) shown in Eq. 4:

\[
h^2 = \frac{1}{n} \sum_{i=1}^{n} a_{ij}^2
\]  

(11)
Communality represents the common factor's explained ability for the original question. The higher it is, the closer it gets to the real situation of the original question. Generally speaking, if Communality larger than 0.8, it can be concluded that common factor is available.

**Regression analysis:** After determined the common factor by factor analysis, the connection degree should be determined between each common factor and total goal. At this time, some analysis methods should be used including correlation analysis, regression analysis and other methods.

The status of the variability to be analysed in the correlation analysis are equal but there are both variable and dependent variable in regression analysis. And regression analysis can test the relation between multiple variables and the dependent variables at the same time. This is multiple linear regression analysis, its mathematical description as shown in Eq. 5:

$$Y = \beta_0 + \beta_1X_1 + \ldots + \beta_nX_n + \epsilon$$  \hspace{1cm} (12)

In Eq. 12, Y on behalf of the dependent variable, $X_i (i = 1, 2, \ldots, n)$ on behalf of the variable, $\beta_i$ on behalf of the constant, $\beta(i = 1, 2, \ldots, n)$ on behalf of the regression coefficient, $\epsilon$ on behalf of the error correction term.

**Satisfaction evaluation experiment**

**Questionnaire design:** In the satisfaction assessment questionnaire about the usage of the image retrieval platform in this study, a questionnaire was designed containing 14 indexes, as shown in Table 2.

**Factor analysis:** It can be seen from Table 1 that 14 questions are designed in order to investigate the user's degree of satisfaction with image retrieval system in this study. Factor analysis should be used for simplify subsequent statistical analysis and to find out the common factor of the 14 questions.

The results of the factor analysis as shown in Table 3.

It can be seen from Table 3 that there are five common factors in the 14 questions which can be used as a simplified representation of the original question. It can be used in the subsequent regression analysis.

In order to make these common factors more practical, the five variable factors were named as F1, F2, F3, F4, F5, for operational satisfaction, satisfaction interactivity, functional satisfaction, trustworthiness satisfaction, quality satisfaction, respectively.

**Regression analysis:** Use the regression analysis model shown in Eq. 12 to distinguish the user’s satisfaction degree of the image retrieval system further. Use the Eviews software to deal with the raw data and get the regression equation between the satisfaction degree and five factors which is shown in Eq. 13:

$$\text{Sat} = 0.117 + 0.101F_1 + 0.177F_2 + 0.379F_3 + 0.233F_4 + 0.072F_5$$  \hspace{1cm} (13)

According to the survey data in the original questionnaire, the score could be obtained for F1, F2, F3, F4, F5, is 0.903, 0.864, 0.877, 0.915, 0.727, 0.801.

---

**Table 2:** Question design of questionnaire. The questionnaire consists 14 items and their mathematical description is from Z1-Z14. Meaning of every item is listed at the right side of the question.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z1</td>
<td>Is the image retrieval system easy to use?</td>
</tr>
<tr>
<td>Z2</td>
<td>Is the image retrieval system’s operation process simple?</td>
</tr>
<tr>
<td>Z3</td>
<td>Does the image retrieval system have used new technology?</td>
</tr>
<tr>
<td>Z4</td>
<td>Is there a good interaction in image retrieval system?</td>
</tr>
<tr>
<td>Z5</td>
<td>Is the image retrieval system’s Database design ideal?</td>
</tr>
<tr>
<td>Z6</td>
<td>Can the image retrieval system meet the design expectations?</td>
</tr>
<tr>
<td>Z7</td>
<td>Does the image retrieval system satisfy to the prospective usage?</td>
</tr>
<tr>
<td>Z8</td>
<td>Is the image retrieval system’s processing speed satisfied?</td>
</tr>
<tr>
<td>Z9</td>
<td>Is the image retrieval system’s processing results satisfied?</td>
</tr>
<tr>
<td>Z10</td>
<td>Can the image retrieval system’s operation process be trusted?</td>
</tr>
<tr>
<td>Z11</td>
<td>Can the image retrieval system’s processing results be trusted?</td>
</tr>
<tr>
<td>Z12</td>
<td>Is the function of the image retrieval system perfect?</td>
</tr>
<tr>
<td>Z13</td>
<td>Does the image retrieval system have other network resource interfaces?</td>
</tr>
<tr>
<td>Z14</td>
<td>Is the usage of the image retrieval system satisfied?</td>
</tr>
</tbody>
</table>

---

![Tiger image's precision and entirety of the retrieval result](image-url)
respectively. In this way, the software’s overall satisfaction is 0.92 eventually. It shows that the tested users are very satisfied with the image retrieval system which is designed in this study.

CONCLUSION

This study regards the content-based image retrieval technology as the research object, carried out a designation of related retrieval method and related retrieval system. System’s core retrieval method was realized by following these steps: Firstly, calculate the trichromatic components in RGB of the query and database images; Then make edge detection for every color’s component and split the edge image into blocks; Finally, by calculating the edge percentage of each color component’s edge sub-block and build the corresponding similarity measure to complete the image retrieval. Image retrieval’s confirmatory experiment confirmed the effectiveness of the developed system in this study. After that, the image retrieval system was tested in this paper among users to investigate the user’s satisfaction of the software.

After the data’s process methods such as the design of corresponding questionnaire, factor analysis and regression analysis, the user’s satisfaction was got with the software is 0.92. Consequently, it confirmed that the software designed in this paper obtained satisfied result in the practical application.
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