Video-based Water Drop Detection and Removal Method for a Moving Vehicle
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Abstract: The removal of water drops from video frames recorded from a moving vehicle is a challenging task with respect to the video frames from a fixed scene. It would also enhance the performance of image-based driving assistance systems in rainy weather. Therefore, a method for detecting and removing water drops from video frames is proposed herein. The detection of water drops involves several steps, including histogram equalization, frame intersection, binarization and shape checking. Detected drops are then removed according to their location to achieve a desirable result. In the experimental study, the demonstration shows that the water drops in the video frames can be removed clearly. Simulation results also show that the method can achieve a maximum PSNR (peak signal-to-noise ratio) of 33 dB. These results show the effectiveness of the proposed method.
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INTRODUCTION

Now-a-days, cameras are popularly installed in vehicles for improving driving safety, such as rear view cameras for parking; front view cameras for lane departure warnings, front collision warnings, traffic light or sign recognition or vehicle Digital Video Recorders (DVRs) and surrounding cameras for video monitoring and recording. For those cameras installed behind the front windshield of a vehicle, the water drops on the window compromise the clarity of the camera image in rainy weather. Of course, the windshield wiper is assumed to be unable to clean the water drops in front of the camera. An example is shown in Fig. 1. The clarity of the camera image is obviously influenced by the water drops and thus limits the performance of the image-based function. For example, a pedestrian is difficult to be detected in the image with water drops (Mazoul et al., 2012). Therefore, the objective of this study is the detection and removal of water drops from videos recorded from a moving vehicle.

WATER DROP PROBLEM

For a camera installed in a moving vehicle, the objects in the video frames are moving radially away from the center, i.e., the vanishing point. Only the water drops exist for a period of time; thus, foreground object detection methods, such as background subtraction, temporal image differencing, optical flow or Gaussian feature extraction, are unable to detect them. A change in brightness or vehicle vibration also influences the detection of water drops in the video frames. The four successive frames shown in Fig. 2 depict the above conditions. Clearly, the removal of these water drops from video frames is a challenging task.
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To sum up, three key points must be resolved, in turn, in order to remove water drops from video frames:

- **Water drop detection**: Water drops on a vehicle windshield have three characteristics. The first is that they exist in the video frames for a period of time. The second is that their shape is close to an ellipse. The third is that the condensation effect causes the water drops to have a high degree of brightness. The proposed method was designed according to these characteristics to prevent the misdetection of water drops.

- **Patch locating**: When a water drop area is detected, it must be replaced by the image covered by the water drop. This area is also called a patch. A patch can be located from the previous frame(s); however, it might be covered by another water drop in the previous frame. A patch is also difficult to locate if the water drop is in the central area, i.e., the area around the vanishing point. These factors increase the difficulty of locating a patch.

- **Water drop replacement**: If a patch can be located successfully, the next key point is the replacement of the water drop. This is similar to the stitching of two images. The elimination of the replacement trace was the main concern here. On the other hand, if there is no patch available, some way must be designed to remove the water drops as much as possible.

Many studies have focused on solving the clarity problem in camera images due to bad weather, such as rain, fog and snow. Image restoration is the main goal, as in the removal of rain (Garg and Nayar, 2004, 2005; Zhang et al., 2006), snow (Barron et al., 2007; Sun et al., 2010) or fog (Murase et al., 2006; Hautiere et al., 2008). Several methods, including temporal and chromatic properties, Kalman filter and Fourier transform, have been used. However, the removal of raindrops or water drops on the windshield of a moving vehicle presents greater difficulty compared to the above removal methods for a fixed scene. Several methods have been proposed. For example, different methods to restore images stained with water drops by Yamashita et al. (2005a, b, 2008), including using a stereo camera or a PTZ (pan-tilt-zoom) camera. Two raindrop detection and restoration methods were proposed by Halimeh and Roser (2009), Roser and Geiger (2009). A photometric raindrop model was defined for detecting the raindrops; then, a multi-band blending method was used to reconstruct the image areas covered by the raindrops. Some image recovery techniques have restored the area covered by a water drop by using its surrounding pixels (Bertalmio et al., 2003; Chari and Shen, 2005) or texture (Criminisi et al., 2004). Such techniques may be useful when the water drops are in a simple background but not in a complex background. In the above related works, only the two studies presented by Halimeh and Roser (2009) and Roser and Geiger (2009) addressed the problem under discussion in the present study. However, raindrops were detected only when it was clear and met the photometric raindrop model; the water drops were removed using the intensity from neighboring image frames. Such a method would be problematic when removing water drops from images with a complex background, such as those shown in Fig. 2.
MATERIALS AND METHODS

The process which has been proposed for overcoming the key points listed in the first section consists of two phases: water drop detection and water drop removal. Each phase consists of several steps designed from the empirical study. The process is shown in Fig. 3.

The video stream is input in the first phase: water drop detection. In this phase, the frames are separated into two areas: roadway and building, based on traffic lane detection. The roadway area is simpler than the building area. The water drops detected in the two areas are removed by different steps; the details are presented in the following subsections.

Water drop detection phase: In this phase, the steps were designed according to the following water drop characteristics:

- A water drop usually appears in the same location in a series of video frames
- The illumination of a water drop is higher than that of the surrounding area
- The shape of a water drop is close to that of an ellipse
- When a water drop is more obvious, the change of the gradient around the boundary is more apparent

Lane detection: In this step, every video frame was divided into roadway and building areas according to the result of lane detection. Initially, there was no such division but it is found from the empirical study that the removal of water drops within the two different areas could not be done in a single process. The background of the water drops in the building area was more complicated than those in the roadway area, so lane detection was performed at the beginning of this phase.

In order to detect the leftmost and rightmost traffic lanes, the bottom half of the frame was processed by dilation and subtracted from the original frame (Gonzalez and Woods, 2002). Then, an optimal binarization method was used to get a clear image of the traffic lanes. A Hough transform was also used to estimate the leftmost lane by finding the desired traffic line with a strength larger than $\delta$ (Duda and Hart, 1972); $\delta$ was set to 0.3 to ensure the strength of the straight line.

![Fig. 3: The process of the proposed method](image-url)
The same step was performed to find the rightmost lane. The Hough transform algorithm is detailed below:

**Step 1:** Obtain a binary mask of the image by using optimal binarization. The white pixels are deemed as the feature points for the Hough transform.

**Step 2:** Perform the following sub-steps for every feature point:
- A feature point \((x_i, y_i)\) is calculated by using Eq. 1 in polar coordinates to obtain the straight line \((\gamma', \theta')\) passing \((x_i, y_i)\):
  \[
  r'(\theta') = x_i \cos \theta' + y_i \sin \theta' 
  \]  
  (1)
- The accumulator of the line \((\gamma', \theta')\) is plus one.

**Step 3:** After all the feature points are processed, the accumulator of the line with the maximum value is the traffic lane.

According to the above steps, the leftmost and rightmost traffic lanes could be detected. An example is shown in Fig. 4.

**Image pre-processing:** In the building area, the brightness of the water drops might be less obvious but it still influences the clarity of frames for visual perception. Therefore, a histogram equalization method was used to increase the contrast between the water drops and the gray background. The method is as follows:

For the value \(x\) of every pixel, \(0 \leq x \leq L-1\), its probability density function, \(p(x)\), is computed by using Eq. 2:

\[
p(x) = \frac{n_x}{N}, x = 0, 1, \ldots, L-1
\]  
(2)

where, \(n_x\) is the count of the pixels with value \(x\) in \(L\) (\(L\) equals to 256 for a gray scale image) and \(N\) is the total number of pixels. Cumulative distribution function \(c(x)\) can be mapped from \(p(x)\) by using Eq. 3:

\[
c(x) = \sum_{n=0}^{x} p(n)
\]  
(3)

Finally, pixel value \(x\) is reallocated as \(I(x)\) by using Eq. 4:

\[
I(x) = L \times c(x)
\]  
(4)

In roadway areas the detection of water drops was much easier. A Sobel edge operator was used to locate water drop areas with a large gradient change (Gonzalez and Woods, 2002). An example is shown in Fig. 5a. Figure 5a is the original video frame. The result of the Sobel edge operator is shown in Fig. 5b. Some objects were detected by the edge operator, such as the traffic light and the vehicle in front and were filtered out by the following steps.

**Intersection:** According to the characteristics of a water drop appearing in the same location of a series of frames, \(N\) successive frames are intersected to preserve the possible water drops in this area. An example of the intersection result is shown in Fig. 5c for \(N = 20\). Except in

Fig. 4(a-c): Example of traffic lane detection, (a) Original frame, (b) Detection result and (c) The separation of roadway and building areas
Fig. 5(a-g): Water drop detection steps (yellow circle: water drop detected by using optimal binarization, red circle: water drop detected by using adaptive binarization), (a) Original frame, (b) Pre-processing, (c) Intersection, (d) Removal, (e) Optimal binarization, (f) Adaptive binarization and (g) OR operation

In a sky area with high brightness, the water drops were clearly visible. The more frames that are intersected, the clearer the water drops; however, each new water drop takes time to be detected. Here, N set to 20 was about 4 sec at 5 FPS (frames per sec).

**Binarization:** In this step, binarization was used to extract the possible water drop areas. Two binarization methods were used: simple image statistics (SISB) (Gasparini and Schettini, 2004) and adaptive (AB) (Bradley and Roth, 2007; Wellner, 1993). A description of each follows:
**SISB method:** Assume the size of a possible water drop area is \( n \times m \) pixels. The value of a pixel at \((x, y)\) is \( I(x, y) \). The steps of the SISB method are:

- **Step 1:** Two gradients values, denoted as \( Ex \) and \( Ey \), are calculated for every pixel by using Eq. 5 and 6. The maximum value of \( Ex(x, y) \) and \( Ey(x, y) \) is denoted as \( \text{MaxG}(x, y) \):
  
  \[
  Ex(x, y) = |I(x+1, y)-I(x-1, y)| \tag{5}
  \]
  
  \[
  Ey(x, y) = |I(x, y+1)-I(x, y-1)| \tag{6}
  \]

- **Step 2:** For all the pixels, their \( \text{MaxG}(x, y) \) are summarized and denoted as Total MG:
  
  \[
  \text{Total MG} = \sum_{x=0}^{n} \sum_{y=0}^{m} \text{MaxG}(i,j) \tag{7}
  \]

- **Step 3:** \( \text{MaxG}(x, y) \) is then multiplied with \( I(x, y) \). The sum of the product of all the pixels is calculated and denoted as Total MGI:
  
  \[
  \text{Total MGI} = \sum_{x=0}^{n} \sum_{y=0}^{m} \text{MaxG}(i,j) \times I(i,j) \tag{8}
  \]

The result threshold for binarization, denoted as \( T_{\text{THR}} \), equals the Total MGI divided by Total MG.

**AB method:** Every pixel is thresholded using the following steps:

- **Step 1:** The intensity, i.e., value, of a pixel at \((x, y)\) is denoted as \( f(x, y) \). The sum of all \( f(x, y) \) terms to the left and above the pixel \((x, y)\) is denoted as \( I(x, y) \). \( I(x, y) \) is computed using Eq. 9:
  
  \[
  I(x, y) = f(x, y) + I(x-1, y) + I(x, y-1) - I(x-1, y-1) \tag{9}
  \]

According to the region setting of \( Pr \), the surrounding rectangle \( D \) of a pixel \((x, y)\) is determined. Assume the upper left corner is \((x_1, y_1)\) and the lower right corner is \((x_2, y_2)\). The sum of \( f(x, y) \) over \( D \), denoted as \( \text{sum}(x, y) \), is computed using Eq. 10:

\[
\text{Sum}(x, y) = \sum_{x_1}^{x_2} \sum_{y_1}^{y_2} f(x, y) = I(x_2, y_2) - I(x_1, y_1) - I(x_2, y_1) + I(x_1, y_2) \tag{10}
\]

The thresholding result of the pixel \((x, y)\) is denoted as \( T(x, y) \). It equals one if \( f(x, y) \) is smaller or equal to the ratio of \( \text{sum}(x, y) \) determined by \( Pb \) as shown in Eq. 11:

\[
T(x, y) = \begin{cases} 
1 & \text{if } f(x, y) + Pr \geq \text{sum}(x, y) \times (1 - Pb) \\
0 & \text{otherwise} 
\end{cases} \tag{11}
\]

The above steps are depicted in the example shown in Fig. 6. The input pixel values are shown in Fig. 6a, with the pixels with higher values marked in bold. The results of \( I(x, y) \) and \( \text{sum}(x, y) \) computed using Eq. 9 and 10 are shown in Fig. 5b, c, respectively. Finally, the thresholding results of the pixels using Eq. 11 are shown in Fig. 6d. The pixels with higher values were extracted successfully.

For the example shown in Fig. 5c, the binarization results of SISB and AB are shown in Fig. 6e, f, respectively. The brightness difference parameter \( Pb \) and the region parameter \( Pr \) for AB were set to 0.005 and 0.51, respectively. The results show that the water drops in the

![Fig. 6(a-d): Example of adaptive binarization (AB) method (Pr = 5 and Pb = 0.5). (a) Input, (b) Integral image, (c) Sum(x, y) and (d) Result](image-url)
SISB results were clearer than those in the AB results, as with the drops marked by the yellow dashed circle because when water drops fell near the border of the frame or when the water content was not enough to reflect the light; these water drops, missed in the results of SISB, were available in those of AB, such as those marked by a red dashed circle.

In order to get a clear result of SISB and include the missing drops of AB, every blob (binary large object) found in SISB has the OR operation performed with the corresponding blob in AB. Then, the unmatched blobs in AB also have the OR operation performed with the corresponding area in SISB. The steps of the SISB and AB methods were as described and the result is shown in Fig. 5c.

**Shape/mean value checking:** The detected blobs in the previous step may contain some misdetected ones. They are eliminated by checking whether their shape and pixel values satisfy the characteristics of a water drop. Firstly, the shape of a water drop is usually close to an ellipse. In order to check the shape of a blob, an ellipse mask with the same size of the blob is generated. Then, the blob is differenced with the mask. A ratio ($\eta$) is computed by dividing the number of white pixels of the difference result with the total number of pixels. The blob passes the shape checking if its ratio, $\eta$, is less than a pre-defined threshold, $\varepsilon = 0.3$. Two examples of shape checking are shown in Fig. 7. There are three images in Fig. 7a; the water drop, ellipse mask and difference result from left to right. The ratio of the difference result was 0.18. Conversely, the ratio of the difference result in Fig. 7b was 0.45, so it did not pass the shape checking.

If a blob passes the shape checking, the next checking is the mean pixel value. The mean pixel value of a blob is computed and denoted as $\mu$. Then, the mean pixel value of its surrounding eight-connection areas with the same size of the blob is computed and denoted as $M$. A blob passes the mean pixel value checking if its $\mu$ is larger than $M$. Two examples are shown in Fig. 7c-d.

**WATER DROP REMOVAL PHASE**

The water drop areas which have been detected are removed in this phase. The removal consists of two main steps: one is the patch location for every water drop in the previous frame and the other is the replacement of every water drop area. The vehicle is assumed to be driving straight on; therefore, the buildings or roads in the video frames move radially away from the vanishing point, so that the greater the distance between the object and the vanishing point, the larger the displacement between two successive frames.

The following steps were designed to achieve the abovementioned removal. Template matching was used to locate patches in the building area and morphological operation and image inpainting methods were used to remove water drops in the roadway area.

**Template matching:** Several methods were tried in order to locate the patch of a water drop in the previous frame, such as optical flow or Gaussian feature matching. However, these failed for various reasons, such as video shaking or brightness/size change. A template matching method was used here to locate the desired patch (Lewis, 1995). The template matching method requires a template and a Region of Interest (ROI) for matching. For every detected water drop area, the template was an eight-connection area, as shown in Fig. 7d. The size of the ROI in the previous frame was set to 80×150 pixels. If the water drop area was on the right side of the building area, the area to be located was on the left side of the template. The right margin of the ROI was aligned along the left margin of the template. After the template and ROI were determined, they were resized to one quarter of the original size to shorten the matching time. A popular method, called the sum of absolute difference (SAD) (Vanne et al., 2006), was used here to compute the similarity of any possible areas within the ROI. The area with the highest matching similarity was deemed as the patch and used to replace the water drop area in the current frame.

An example of template matching and replacement is shown in Fig. 8. The original video frame is shown on the left and the replacement result is on the right. In Fig. 8a, the water drops have not yet been detected; therefore, the original and replacement frames are the same. After the template matching and replacement were performed, the replacement result was obviously better than the original frame.
Morphological operation and inpainting: In the roadway area, the template matching method was not effective since the roadway area is quite similar. Therefore, a morphological operation and image inpainting were used in turn to remove the water drops. The difference between the morphological operation and image inpainting is shown in Fig. 9. The original water drop image is shown in Fig. 9a. The water drop area detected in the previous phase is shown in Fig. 9b. As can be observed in the two examples in Fig. 9c-d, the result of the morphological operation was better than that of image inpainting. However, the morphological operation was not suitable for all the cases in the roadway area. The removal of a water drop depends on whether the drop is covering the traffic lane. For a water drop that did not cover the traffic lane, such as the examples in Fig. 9, the removal steps for every water drop are as follows:

Step 1: The area to be processed was set as 1.5 times the detected area, as marked by the red dashed rectangle in Fig. 9a

Step 2: Two dilations and five erosions were performed in the marked area

Step 3: Image inpainting was performed on the above result to make the water drop area close to the boundary of the marked area

A water drop which covered the traffic lane could be detected by intersecting the water drop with the traffic lane in the previous step, as shown in Fig. 4b. The water drop was removed by using the image inpainting method, as in the example shown in Fig. 10. Two water drops, as marked by blue dashed circles, were clearly removed.

Some special cases of water drops were also handled here:

- If template matching failed because the water drop was within a large similar area, e.g., a wall or a row of identical houses, the image inpainting method was used to remove the water drop. An example is shown in Fig. 11a
Fig. 9(a-d): Difference between morphological operation and image inpainting (red square boxes: the areas processed separately by the inpainting and morphological operations), (a) Original, (b) Mask, (c) Inpainting result and (d) Morphological operation result.

Fig. 10(a-b): Inpainting replacement of water drop (a) Before and (b) After covering traffic lane (blue circles: the areas processed by the inpainting operation).

Fig. 11(a-b): Two special cases using image inpainting directly, (a) Template matching failure and (b) Water drops close to the vanishing point.
- When a water drop was close to the vanishing point, the area it covered showed almost no change in two successive frames. Neither template matching nor a morphological operation could be used to remove the water drop. Here, image inpainting was used to reduce the masking effect of the water drop. An example is shown in Fig. 11b.

**EXPERIMENTAL STUDY**

A tool was implemented using C# and AForge.NET in order to evaluate the performance of the proposed method. The evaluation consisted of three parts. Firstly, three test videos were used to demonstrate the performance of the proposed method. Separate recordings were made of small, medium and large numbers of water drops. Secondly, the Peak Signal-to-noise Ratio (PSNR) was used to evaluate the quality of the image after water drop removal. Thirdly, the processing time of the proposed method was measured. A description of each of the three parts of the evaluation follows.

**Demonstration**: The results of the three test videos are shown in Fig. 12-14, respectively. By comparing the original frame and the result frame, it is apparent that the water drops have been removed. The clarity of the frame with the large number of water drops was significantly improved. The removal traces were also increased with the increase in water drops. The images in the test video with a large number of water drops, as shown in Fig. 15, were taken every second. The water drop detection phase lasted 4 sec (N = 20). In Fig. 15a-d the water drops have not yet been removed; in Fig. 15e-i, the water drops have been removed and the clarity has obviously improved. The results demonstrate that the proposed method achieved its purpose of removing water drops in videos recorded from a moving vehicle.

**PSNR evaluation**: PSNR was used to evaluate the image quality after removal of the water drops. However, video frames without water drops were needed to compute PSNR. Several attempts were made but found that it was difficult to record videos with and without water drops at the same time. Therefore, water drops were manually placed in the video frames using an image editing tool (Photoshop) in order to generate video frames with water drops. The number of water drops for small, medium and large conditions were 15, 45 and 75, respectively. The results of the simulated frames are shown in Fig. 16. Figure 16a is one of the original video frames without water drops. A small, medium or large number of water drops was added to the original frame separately. The results are shown on the left side of Fig. 16b-d. The corresponding results of the water drop removal are shown on the right side. The results clearly show that the small number of water drops was removed. As the number

![Fig. 12(a-d): Example of removal of a small number of water drops, (a) Original, (b) Intersection, (c) Detected water drops and (d) Result](image_url)
Fig. 13(a-d): Example of removal of a medium number of water drops, (a) Original, (b) Intersection, (c) Detected water drops and (d) Result

Fig. 14(a-d): Example of removal of a large number of water drops, (a) Original, (b) Intersection, (c) Detected water drops, (d) Result

of water drops increased, it was clear that partial drops were not removed. A comparison of the simulation results with the demonstrations, shown in Fig. 12-14, show that the demonstrations were better than the simulation results. The main reason was that the proposed method was designed for real water drops. If the simulated water drops were similar to the real ones, the simulation results would be similar to the above demonstrations.

The PSNR of the frames after the removal of the water drops and the corresponding original frames without
Fig. 15(a-l): Results of the test video with a large number of water drops captured every second, (a-l) the processed frames in 12 sec interval

Fig. 16(a-d): Results for manually placed water drops, (a) Sample frame and Manual placement of (b) Small, (c) Medium and (d) Large number of water drops and the removal result
DISCUSSION

Although, the proposed method shows promise, based on the demonstration and simulation results, several issues remain to be resolved, as per the following discussion.

- When a water drop was too large, the area covered by the drop appeared after several frames. This meant that the template matching method may simply have failed to locate the patch from the previous frame. The locating step should be refined to locate the desired patch from the previous N frames.
- When a water drop was close to the vanishing point, the area covered by the drop appeared after a long time. Although the image inpainting method was used to solve this problem, the result was less than perfect and the method should be improved further.
- The test videos were recorded by an in-vehicle DVR when the vehicle was driving straight on under rainy conditions. When the vehicle was turning, objects in the video frames moved quickly to the left or right which made it difficult to locate the patch during this period. Fortunately, the vehicle was driving nearly straight on most of the time so the proposed method was effective. On the other hand, when the vehicle was stopped at a traffic light or in a traffic jam, the method failed to detect and remove the water drops. However, the driver was quite safe and the method was again effective after the vehicle was moving again.
- Most of the previous studies didn’t handle the water drop removal of the camera image in a moving vehicle. Only one attempt was made to compare the proposed method with a previous study, presented by Halimeh and Roser (2009), by performing the water drop removal function on their test videos. However, it was found that the wiper was turned on and the water drops were cleaned every 5 sec in their test videos, so the proposed method was unable to perform water drop detection since 20 video frames, i.e., 4 sec, were needed in the intersection step of the current prototype which is why the above simulation was designed to evaluate the method using the standard measure of PSNR. Such results will be easy to compare with the further studies in the future.

CONCLUSION

In this study, a water drop detection and removal method has been proposed. Firstly, an intersection operation was used to detect all of the possible water drop areas. Then, every water drop area was removed according to its location in either a roadway or building.
In a complex building area, the template matching method was used to locate the patch for water drop replacement. In a simple roadway area, a morphological operation and image inpainting method were used to remove the water drops. Some special cases, such as with an area close to the vanishing point or rain drops on the traffic lane, were also handled to improve the clarity of the video frames.

The proposed method was able to detect not only the obvious water drops but also those water drops around the corners or even their traces. The demonstrations show that the clarity of the video frames was improved significantly for visual inspection. The simulation results also show that the proposed method provided an acceptable image quality for a small number of water drops. Several issues have been discussed previously that are worth further study. In conclusion, the proposed method could be applied to other kinds of vehicles, such as automatic mobile vehicles or unmanned vehicles.
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