High Order Regularization for Mr Image Denoising
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Abstract: Magnetic Resonance (MR) image have been widely used and plays an important role in a clinical diagnosis. We focus on the denoising of MR image with a new high order regularization model. Contrary to previous fourth order models, the proposed energy functional contains the first order derivatives as boundary detector. The corresponding Euler-Lagrange equation can adjust diffusion speed adaptive to the local structure. The experimental results on the MR image show the performance of the proposed method. The effect of varying the high order regularization parameter is also reported.
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INTRODUCTION

Magnetic resonance image have been widely used and plays an important role in a clinical diagnosis. High quality MR image is helpful to make an accurate and fast estimation for patient situation. However, there is a tradeoff between Signal-noise-ratio (SNR), spatial resolution and acquisition time. The current MRI can be divided two regimes: high SNR and high resolution with low SNR imaging. To obtain a higher resolution image with a high SNR, more acquisition time is needed. As MR images are affected by several artifacts and noise sources and one of them is the random fluctuation of MRI signal, one can obtain a high quality MR image by averaging over repeated measurements (Lysaker et al., 2003). Though this method can promise us with " idea " or " true " image, it may be limited by parameters such as the patient comfort or by physiological constraints (Krisian and Aja-Fernandez, 2009 ).

Efficient post-processing methods are still needed to reduce the noise in original MR images. Several filtering technologies have been proposed to reduce noise in MRI. Henkelman tried to estimate the magnitude MR image from a noisy image. Sijbers et al. estimated the Rician noise level and perform signal reconstruction using a maximum likelihood approach (Sijbers and den Dekker, 2004). Application of wavelets for denoising of MR images has been pioneered by (Weaver et al., 1991). They applied their scheme on MR images of the human neck which reduced noise from 10 to 50 without reducing edge sharpness. An article by Wood and Johnson (1999) employed wavelet packets to remove the noise of MR date but this method would induce the distortions of both phase and amplitude. Filter technologies in wavelet domain have also been invested (Pizurica et al., 2003; Awate and Whitaker, 2007). A recent work reported the application of wavelet for 3-D MRI denoising (Ogier et al., 2006).

Nonlinear diffusion filters have also been applied to remove noise in MR images. The major advantage of this method is its edge-preserving ability. The images are filtered by examining their evolutions under nonlinear PDEs. In contrast to linear diffusion filtering, i.e., Gaussian filtering, which is hampered with blurring and localization problems, the nonuniform (anisotropic) process reduces the diffusivity at locations which have a larger likelihood of being edges by using the edge-stopping function. This idea was introduced by Perona and Malik (1990). Their diffusion may be forward in homogeneous region or backward near edges, by setting a threshold $\kappa$ as a criterion. Another important PDE model is TV model (Rudin et al., 1992), which has proven to be a valuable method to the recovery of images. These second order PDE model has been generalized to 3-D images by Gerig et al. (1992) and to vector-valued images by Sapiro and Ringach (in (Sapiro and Ringach, 1996), making it suitable to both 3-D MRI and multi-spectral MRI.

Although these second order nonlinear models have been demonstrated to be able to achieve a good trade-off between noise removal and edge preservation, they tend to cause the processed image to look " blocky ", that is staircase (Chambolle and Lions, 1997). To overcome the staircase produced by the second order models, You and Kaveh (2000) presented a fourth-order PDE which is derived by minimizing an energy functional of the image Laplacian. Lysaker et al. (2003) proposed another fourth order approach (LLT) and applied it to the denoising of...
the MR image in space and time. Though these new fourth order model reduce the staircase in the denoised image, they have the disadvantage of blurring edges. The essential reason for the blurring of the edges is that these PDEs evolve mainly depending on the second order derivation of the image, which can not locate the position of edges in a noise image. To overcome this problem, some new models were also proposed in (Lu and Liu, 2010; Kim and Lim, 2009; Lysaker and Tai, 2006; Zhu and Chan, 2012).

In this study, we propose a new fourth order model and conduct a further investigation in the regularization technique. The difference scheme is also given and the experimental results on MR data are demonstrated.

FOURTH ORDER REGULARIZATION MODEL FOR MRI DENOISING

The mathematics formulation of MR image noise: As the magnitude of the MRI signal is the square root of the sum of the squares of Gaussian distributed real and imaginary parts, the noise in data is considered as a Rician distribution (Sijbers and den Dekker, 2004). The Rician distribution tends to a Rayleigh distribution in a low intensity regions of the image. In high intensity regions, where most important information lies, it approaches to a Gaussian distribution. Therefore, we approximately consider the noise in MR image as an additive noise model as:

\[ u_0(x, y) = u(x, y) + \eta(x, y) \]  

where, u0(x, y) is a digital MR image and u(x, y) be its observation data with random noise \( \eta(x, y) \) for (x, y)\in\Omega. Our aim is to restore MR image u from the observed noisy data u0. Assume the noise level is approximately known, i.e.: 

\[ \int_{\Omega} (u - u_0)^2 dx dy = \sigma^2 \]  

Fourth order regularization method: Researchers utilized a great deal PDEs to remove noise in MRI data. Most of the equations are associated with certain energy functional. Lysaker et al. (2003) considered a high order (LTT) model for MR image denoising as follows:

\[ E(u) = \int_{\Omega} \left( \frac{\|u\|_m}{\|u_0\|} + \frac{\|u\|_n}{\|u_0\|} + \frac{\|u\|_p}{\|u_0\|} \right) dx dy \]  

This model can remove noise and recovery a smoothing region in MR image. However, it is found that it tends to blur edges. As an important feature, the edges implies important clues for diagnosis, it is critical to protect edges in MR image. Considering the edge preserving ability of total variation model, some combination of TV model and fourth order models were presented in (Chen et al., 2000) and (Lysaker and Tai, 2006). In these methods, weight functions were needed to balance the trade-off between two models. We propose a new energy functional as follows:

\[ E(u) = \int_{\Omega} \left( \frac{\|u_m\|}{\|u_0\|} + \frac{\|u_n\|}{\|u_0\|} + \frac{\|u_p\|}{\|u_0\|} \right) dx dy \]  

Where:

\[ \|u\| = \sqrt{u_x^2 + u_y^2} \]

and u0 denotes the convoluting of u with a Gaussian kernel o. By introducing the gradient information with, it is helpful to detect object boundaries. The convolution of u is to reduce the variation of gradient brought by noise. A technique for finding minimum value of E(u) subject to the noise level constrain Eq. 2 is based on a Lagrangian functional:

\[ E(u) = \int_{\Omega} \left( \frac{\|u_m\|}{\|u_0\|} + \frac{\|u_n\|}{\|u_0\|} + \frac{\|u_p\|}{\|u_0\|} \right) dx dy \]

\[ + \frac{\lambda}{2} \int_{\Omega} (u - u_0)^2 dx dy \]

where, \( \lambda \geq 0 \) is Lagrange multiplication. The first term on the right-hand side of Eq. 5 is to measure the oscillations in the image, the second term is to measure the identification between u and u0. At any critical point of E(u) we must have:

\[ \frac{\partial E}{\partial u} = 0 \]

From Eq. 5 and 6, we can calculate the following Euler-Lagrange equation:

\[ \left( \frac{u_x}{u_0} \right)_{xx} + \left( \frac{u_y}{u_0} \right)_{yy} + \left( \frac{u_x}{u_0} \right)_{xy} + \left( \frac{u_y}{u_0} \right)_{yx} + \lambda (u - u_0) = 0 \]

To solve the nonlinear Eq. 7, we introduce an artificial time and obtain a fourth order adaptive method:
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\[ u_t = \left( \frac{\nabla u_x}{|\nabla u_x|} \right)_x \cdot \left( \frac{u_{yy}}{|\nabla u_y|} \right)_y - \left( \frac{u_{xx}}{|\nabla u_x|} \right)_x \cdot \left( \frac{u_{yy}}{|\nabla u_y|} \right)_y - \lambda (u - u_b) \]  

(8)

The LLT model leads to the fourth order evolution equation as:

\[ u_t = - \left( \frac{u_{xx}}{|u_{xx}|} \right)_x + \left( \frac{u_{yy}}{|u_{yy}|} \right)_y - \lambda (u - u_b) \]  

(9)

The essential difference between our time-depend Eq. 8 and LLT Eq. 9 is the control of the diffusion. The diffusion speed of LLT depends on the sign of the second order derivative \( u_{xx} \) and \( u_{yy} \). In our scheme, the diffusion speed not only depends on the sign of the second derivative \( u_{xx} \) and \( u_{yy} \) but also depends on the amount of the boundary detection function \( |\nabla u_b| \), which is larger near the edge. Our approach adjusts the diffusion speed adaptively according to the local structure of the image to protect more details.

The boundary condition of Eq. 8 is:

\[ \frac{\partial u}{\partial n} = 0 \]  

(10)

and the initial condition is:

\[ u(x, 0) = u_b \]  

(11)

where, \( n \) is unit outward normal direction on \( \partial \Omega \).

**Difference schemes:** The differential Eq. 8 may be solved numerically using an iterative approach. For the initial image \( u_b \) with support \([-1, 1]\), assuming a time step size of \( \Delta t \) and a space grid size of \( h = 1 \). For time discretization:

\[ u_t = \frac{u^{n+1} - u^n}{\Delta t} \]  

(12)

Using central difference to approximate first order derivatives:

\[ D_x(u_b) = \frac{u_{b+1} - u_{b-1}}{2}, \quad D_y(u_b) = \frac{u_{b+1} - u_{b-1}}{2} \]

and second order derivatives:

\[ D_{xx}(u_b) = u_{b+1} + u_{b-1} - 2u_b; \]
\[ D_{yy}(u_b) = u_{b+1} + u_{b-1} - 2u_b; \]
\[ D_{xy}(u_b) = D_{yx}(u_b) = \frac{u_{b+1} + u_{b-1} - 4u_b}{4} \]  

(13)

For boundary detection function \( g \),

\[ g_{ij} = \epsilon_n + \left( D_{xx}(u_{b,ij}) \right)^2 + \left( D_{yy}(u_{b,ij}) \right)^2 \]

where \( \epsilon \) is a small positive number in case to divided by zero and \( u_{b,ij} \) denotes the pixel value in the point \((i, j)\) of \( u_b \).

For Eq. 8:

\[ u_{i,j}^{n+1} = u_{i,j}^n - \Delta t \left( \alpha_n D_{xx}(u_{i,j}) + \gamma_n D_{yy}(u_{i,j}) - \Delta \lambda (u_{i,j} - u^e_{i,j}) \right) \]  

(14)

In Eq. 14, \( \alpha_n, \beta_n, \gamma_n \) are calculated respectively as:

\[ \alpha_n(u_b) = \frac{1}{g_{ij}(D_{xx}(u_{b,ij}) + \epsilon)} \]
\[ \beta_n(u_b) = \frac{1}{g_{ij}(D_{yy}(u_{b,ij}) + \epsilon)} \]
\[ \gamma_n(u_b) = \frac{1}{g_{ij}(D_{xy}(u_{b,ij}) + \epsilon)} \]

where, \( \epsilon \) is a regularization parameter to avoid numerical divisions by zero numbers.

**EXPERIMENTAL RESULTS**

In this section, we will show the denoising of MR image with our method. To make comparisons, we also provide the results of another fourth order LLT method. In our experimental, we will adopt different regularization parameters to investigate their influence to the denoising. There are two regularization parameters in the numerical scheme of the proposed methods. The first one is \( \epsilon_x \) for the low order regularization. The second one is \( \epsilon \) for the high order regularization. The research on \( \epsilon_x \) have been reported in previous publications. Therefore, we focus on our attentions on the second order regularization, by fixing \( \epsilon_x = 0.1 \).

Figure 1 shows the denoising results of T-2 noisy weight MR image (SNR = 10.9). The result by LLT method (SNR = 15.0) still remains some noise and edges are destroyed. Our method (SNR = 15.7, \( \epsilon = 1 \)) shows a good performance on both noise removal and edge preserving. In the difference images, the removed parts are shown after adjusted to mid-tone. Edges are more visible in LLT model.

We use the plastic straws MR phantom to test the denosiers preservation of edge information with two methods. The idea MR image can be obtained by
averaging 4 repeated measurements. Figure 2a shows the noisy image, which is just the first one of the four images. The visual effect of our method is better than that of LLT, especially in smoothing area and edges. To further investigate the situation with different regularization parameters, the experimental results with different $\epsilon$ are
Fig. 2(a-c): Plastic straws MR phantom image denoising, (a) Noisy MR image, (b) LLT method and (c) Our method, $\epsilon = 1$

Fig. 3(a-d): Results with different high order regularization parameters, (a) $\epsilon = 0.01$, (b) $\epsilon = 0.1$, (c) $\epsilon = 1$ and (d) $\epsilon = 10$

shown in Fig. 3. The denoised images demonstrate the effect of different parameters. It seems that the parameters near 1 provide a more pleasant recovery image, which is coincident with the report in (Lu and Liu, 2010). In future work, we will further investigate the inter-effect of the first order regularization and the second regularization.

CONCLUSION

This study presents a new fourth order model for MR image denoising. The model is derived from a new energy functional. The induced fourth order diffusion model can preserve edges and smoothing transition region while denoising. Two regularization parameters are needed when considering numerical calculations. We investigate the choice of the second order regularization parameter. The experimental results on MR images show the performance of the proposed method.
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