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Abstract: Combining the cosine method and grey relational evaluation method, an improved grey relational method is proposed to evaluate the performance of automotive supply chain which can determine the indicator weight and evaluation result more effectively. On the basis of these, the Performance Evaluation System (PES) of automotive integrated supply chain is developed on MATLAB software platform. In the end, the validity and feasibility of the system is validated by an example and the system can provide a convenient operation tool and scientific, objective decision basis for auto manufacturers to evaluate the automotive integrated supply chain performance.
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INTRODUCTION

The ultimate goal of the automotive supply chain performance evaluation is not only to achieve the whole high-efficient operating status and more important to optimize the operation flow and it can provide a scientific and objective decision basis for manufacturers to optimize the automotive supply chain (Saranga and Moser, 2010, Trkman et al., 2010; Cai et al., 2009). To evaluate the automotive supply chain performance need to analyze quantitatively and qualitatively by mathematical statistics and operations research methods according to evaluation index system, then finally to carry out a objective and impartial comprehensive evaluation for the performance of the automotive supply chain in a certain period.

IMPROVED METHOD ON GREY RELATIONAL EVALUATION

Grey relation means uncertain relations among things, or an uncertain relation between the system factor and the primary behavior factor. Grey relational analysis is a method to analyze and determine the impact between factors or contribution of factors to the primary behavior based on the microscopic or macroscopic geometric approach of sequence of behavior factors.

However, there is huge working quantity when applying the grey relational evaluation method to carry out a comprehensive evaluation. For this reason, a method which uses the cosines vector included angle to determine the index weight is proposed in this study which can determine the indicator weight and evaluation result more effectively. This method is divided into the following steps.

Generation of evaluation matrix: Suppose there are \( m \) indicators and \( n \) schemes in the indicator system, then the evaluation matrix is \( A = (a_{ij})_{mn} \) and \( (i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n) \), whereas \( a_{ij} \) means the indicator of the \( i \) evaluation indicator on \( j \) schemes (Zhang et al., 2013). It is an indicator after the non-dimensional treatment of the initial data. Each column in the evaluation matrix is also called the column of comparison of data.

Select the reference sequence: Since the given evaluation matrix is non-dimensionally treated, so all of them are positive indicators (the bigger, the better). It is not necessary to distinguish the indicator property when selecting the best (worst) value of an indicator (Chin-Nung, 2013; Danjela et al., 2013). The maximum (minimum) value in all columns of comparison of data or ideal best (worst) value of this indicator can be directly selected

\[
U = (u_{i})_{1m} = (u_{1}, u_{2}, \ldots, u_{m})^T
\]

\[
L = (l_{i})_{1m} = (l_{1}, l_{2}, \ldots, l_{m})^T
\]

Determine the matrix of deviation value: Good matrix of deviation value \( UA = (u_{a})_{mn} \) poor matrix of deviation value \( LA = u_{a} \).
Whereas:

\[ u_i = |a_i - m|, \quad l_i = |m - a_i| \quad (1) \]

**Determine the matrix of deviation rate**: Good matrix of deviation rate \( R = (r_{ij})_{m \times m} \) poor matrix of deviation rate \( S = (s_{ij})_{m \times m} \)

Whereas:

\[ r_i = \frac{u_i}{\max_j (a_j) - \min_j (a_j)} \quad (2) \]

\[ s_i = \frac{l_i}{\max_j (a_j) - \min_j (a_j)} \quad (3) \]

**Determine the deviation extremum at two poles**: Maximum value of good deviation at two poles:

\[ \Delta_{\text{max}} = \max_j \max_i u_i \]

Minimum value of good deviation at two poles:

\[ \Delta_{\text{min}} = \min_j \min_i u_i \]

Maximum value of poor deviation at two poles:

\[ \Delta'_{\text{max}} = \max_j \max_i l_i \]

Minimum value of poor deviation at two poles:

\[ \Delta'_{\text{min}} = \min_j \min_i l_i \]

**Calculate the weight**: Regarding the indicator \( i \), select the corresponding row vector \( r_i \) from \( R \) and corresponding row vector \( s_i \) in \( S \) and then calculate the included angle cosine of two vectors:

\[ \cos \theta_i = \frac{\sum_j r_i \cdot s_j}{\sqrt{\sum_i r_i^2} \sqrt{\sum_j s_j^2}} \quad (4) \]

Ultimately normalize \( \theta_i \) and obtain the weight vector of indicator \( \bar{\theta} = (\bar{\theta}_1, \bar{\theta}_2, \ldots, \bar{\theta}_n) \):

Whereas:

\[ \bar{\theta}_i = \frac{\cos \theta_i}{\sum_i \cos \theta_i} \quad (5) \]

**Calculate the matrix of correlation coefficient**: Good matrix of correlation coefficient \( \xi_{ij} = (\xi_{ij})_{m \times m} \) poor matrix of correlation coefficient \( \bar{\xi}_{ij} = (\bar{\xi}_{ij})_{m \times m} \), whereas \( \xi_{ij}(i) \) and \( \bar{\xi}_{ij}(i) \) are the indicators \( x_i \) of vector \( x_j \) in scheme \( j \) and correlation coefficient \( i \) of indicator \( u_i \) of reference vector \( u \) in \( i \), respectively.

\[ \xi_{ij}(i) = \frac{\Delta'_{\text{max}} + \rho \Delta_{\text{max}}}{u_j + \rho u_i} \quad (6) \]

\[ \bar{\xi}_{ij}(i) = \frac{\Delta'_{\text{max}} + \rho \Delta_{\text{max}}}{l_j + \rho l_i} \quad (7) \]

Whereas, \( \rho \in (0, \infty) \) is the identification coefficient which plays the role in increasing the difference among values (Amiri, 2010; Ali et al., 2010). The smaller it is, the bigger resolution it will get. Normally 0.5 is selected.

**Calculate the relational degree**: The good relation of scheme \( j \) is (relational with \( u \)):

\[ D(u, j) = \sum_{k=1}^{n} \xi_{jk} \quad (8) \]

The poor relation of scheme \( j \) is (relational with \( l \)):

\[ D(l, j) = \sum_{k=1}^{n} \bar{\xi}_{jk} \quad (9) \]

**Comprehensive relation**: The comprehensive judgment method can be used to sequence the comprehensive relation (Ahmet et al., 2013). Comprehensive relation of scheme \( j \) is:

\[ V_j = \frac{1}{1 + (D(I, j) + D(u, j))} \quad (10) \]

**Sequencing and preference**: The sequence of good and poor relation or comprehensive relation in a size down can be used to make consequence. Select the maximum relation as the preferential scheme.

**TO EVALUATE THE PERFORMANCE OF THE AUTOMOTIVE SUPPLY CHAIN BY USING THE IMPROVED METHOD ON GREY RELATIONAL EVALUATION**

A certain automotive assembly plant has more than 30 tier one suppliers and more than 200 second tier suppliers throughout the country and has a sales network composed of more than 20 regional distributors and many sub-distributors. According to the automotive supply chain performance, statistical data
of the value of each evaluation index in the last three years is shown in Table 1.

Generation of performance appraisal matrix: The selected 20 indicators are non-dimensional treated according to the fuzzy quantization model of all above indicators, to obtain the overall performance evaluation indicators of automobile integrated supply chain as shown in Table 2, hence an evaluation matrix $A = (a_{ij})_{20 \times 20}$ (omitted) is obtained, $(i = 1, 2, \ldots, 20; j = 1, 2, 3)$.

Determine the matrix of deviation value: Take the maximum in the comparing data column as the optimum and minimum as the worst before selecting the optimum and worst sequence and then obtain the good deviation value matrix $UA$ (omitted) and poor deviation value matrix $LA$ (omitted) according to formula (1) so as to determine the maximum $\Delta_{\text{max}}^U = 0.88$, minimum $\Delta_{\text{min}}^U = 0$ at two stages of good deviation and maximum $\Delta_{\text{max}}^L = 0.88$ and minimum $\Delta_{\text{min}}^L = 0$ at two stages of poor deviation.

Calculate the weight: Calculate the good matrix of deviation rate (omitted) and poor matrix of deviation rate (omitted) as per the formula (2) and formula (3), respectively. Calculate the included angle cosine according to formula (4) and obtain the indicator weight vector after normalization after the normalization formula (5) $\bar{w} = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ (omitted).
CONCLUSION

A multi-level performance evaluation index system of automotive integrated supply chain has been established according to the definition of the automotive supply chain performance, then improved method of grey relational evaluation has been adopt to analyze and evaluate systematically the performance of whole integrated supply chain. Based on these studies, we have explored a set of automotive integrated supply chain Performance Evaluation System (PES) on the Matlab7.0 software platform. Even if the user is not familiar with the algorithms or does not have strong computer skills, he can also undertake the performance evaluation of the automotive supply chain by using the system under a simple prompt or guidance. Through the example which has been tested on a real case, it is obviously that the system is very effective and feasible and it can become a useful tool to evaluate dynamically the automotive supply chain performance.
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