Classification of Lettuce Nitrogen Levels Based on Image Feature Extraction and Optimization
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Abstract: The feature extraction and optimization of lettuce leaf image are the important premise of classification recognition of lettuce nitrogen levels. The lettuce samples of different nitrogen levels were cultivated in soilless cultivation using nitrogen nutrition of different concentrations. When the lettuce leaf images were collected, image features have been extracted, including texture features, shape features and color features. Because of the redundancy of characteristic values, there were influences in the accuracy and efficiency of image recognition. Genetic algorithm was used to optimize 11 eigenvalues and the Principal Component Analysis (PCA) dimension reduction method was used to choose 12 principal component feature values whose cumulative contribution rate reached 98.24%. Later, the Support Vector Machine (SVM) was used as classifier. The 90 samples were chosen as training samples and the remaining 30 samples were chosen as the test samples. The result shows that, the prediction accuracy of SVM classifier based on genetic algorithm feature optimization reaches 93.33% and that based on PCA features optimization reaches 76.67%. So the genetic algorithm feature optimization is more suitable for lettuce leaf image feature optimization.
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INTRODUCTION

Nitrogen level is very important during the growth period of lettuce. Insufficient or excessive nitrogen content can make cell change in blade, which directly affect the color, shape and texture characteristics of lettuce leaves. To extract and analyze these characteristics effectively is the key to forecast N element level in lettuce leaves. Because the number of features reflecting color, shape and texture of lettuce leaf is large, so the optimal feature selection is important. Principal Component Analysis (PCA) is a feature extraction method used commonly. Kapalavayi and Sharma, A. applied feature selection method based on hierarchy to text classification and achieved good results (Kapalavayi et al., 2006; Sharma and Kuh, 2008). At present, with the development of genetics, the literature (Guan et al., 2010) proposed feature selection based on genetic algorithm and simulated annealing algorithm method and apply it to feature selection in text, in order to reduce the dimension of feature vector. Considering the quickness and the effectiveness of genetic algorithm, in this study, genetic algorithm is applied to optimal selection of lettuce characteristics and is compared with PCA method, to select a method which is more suitable for image characteristics optimization of lettuce leaves. At present, the report about using genetic algorithm in plant leaves image features optimization is rare.

MATERIALS AND METHODS

Planting and collecting of samples: In order to obtain the samples in different nitrogen levels, Japan Yamazaki formula is used in this study. Perlite bag, nutrient solution with distilled water and the automatic irrigation system for irrigation were used to cultivate the samples of lettuce. Nitrogen levels of nutrient solution include normal nitrogen level, deficient nitrogen level and excessive nitrogen level.

The special requirements of fieldwork should be taken fully consider when selecting image acquisition device. The below problems should be considered, such as whether or not portable about the device, whether or not using a dc power supply equipment, whether or not the image precision meets the experiment requirement, etc. The camera model is determined as Canon of
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![Fig. 1: Image acquisition device](image)

60D, with 18 million pixels. And the digital camera was fixed on the bracket, making the camera keep a distance of 20 cm with lettuce leaves, shown in Figure 1. In order to ensure sufficient lighting, the shooting time is between 11 and 13 o'clock. LED is used in order to solve the uneven illumination of lettuce leaf surface. Image gray-scale transformation, image enhancement, image segmentation, expansion and corrosion treatment in the image preprocessing stage can make the image more clear to select and extract feature easily.

**Image segmentation of lettuce leaf:** In the image acquisition process of lettuce, the external factors have interference in image sensor, and will directly affect the lettuce analysis of nitrogen level. In order to extract the feature effectively and accurately, first of all to preprocess lettuce leaves, including: image enhancement, segmentation, etc.

**Two-dimensional maximum entropy segmentation algorithm:** Set image gray scale as L and \( a_i(x, y) \) as the image gray value in the point \((x, y)\), \( a_i(x, y) \) as the average gray level values of the \( k \times k \) neighborhood in the point of \((x, y)\) as the center whose expression is shown as Eq. 1:

\[
a_i(x, y) = \frac{1}{k^2} \sum_{m=-\frac{k}{2}}^{\frac{k}{2}} \sum_{n=-\frac{k}{2}}^{\frac{k}{2}} a_k(x+m, y+n)
\]  

(1)

Among them, \( 1 \leq x+m \leq M, 1 \leq y+n \leq N, M, N \) as the width and height of the image, \( K \) as 3 (Lufang and Leye, 2005). If \((x+m, y+n)\) exceeds the image width and length, the boundary point will be taken instead of \( a_i(x+m, y+n)\).

For a gray image of \( M \times N \), if the frequency of binary group \((i, j)\) is \( f_{ij} \), the corresponding joint probability density is:

\[
P_i = \frac{f_{ij}}{M \times N}
\]

(2)

In it, \( i, j = 0, 1, \ldots, L-1 \):

\[
\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij} = 1
\]

Entropy function expressions of point \((i, j)\) is as follows:

\[
\varphi(i, j) = -\log \left( \frac{\sum_{j=0}^{L-1} \sum_{i=0}^{L-1} P_{ij}}{\sum_{j=0}^{L-1} \sum_{i=0}^{L-1} P_{ij}} \right) + \log \left( \frac{\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij}}{\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij}} \right) + \frac{\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij} \log P_{ij}}{\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij}}
\]

(3)

The best threshold value \((s, t)\) is when the \( \varphi(i, j)\) taken the maximum value \((i, j)\).

**Improve segmentation algorithm:** Because two-dimensional maximum entropy segmentation algorithm makes full use of the gray level information and spatial information of images, so it is used widely. Luo et al. (2010) improved the traditional maximum entropy segmentation algorithm to solve the question of low precision and poor segmentation results and had achieved better segmentation results (Luo et al., 2010). But it assumes that the background region and object area occupied the most of two-dimensional histogram area, ignoring the border area information, so the effect of segmentation is poor in many circumstances. Based on this problem, an improved image segmentation algorithm was applied in this study (Sun et al., 2012). Two-dimensional maximum entropy segmentation algorithm will be used to redistrict the calculation area and the minimum fuzzy entropy segmentation is used to redistrict the pixels of image.

Because the traditional two-dimensional maximum entropy segmentation algorithm has not considered the probability distribution of diagonal threshold vector points fully, it leads to the low segmentation accuracy and even the wrong segmentation phenomenon. Therefore, the traditional two-dimensional maximum entropy is improved to make up the shortage in this study. Specific practices are as follows:

First of all, the segmentation area based on the traditional two-dimensional maximum entropy segmentation algorithm is redistricted, making the segmentation area contains more pixels near the threshold. Then, membership function is constructed. It reflects the belonging degree of background and goals.
Feature extraction of lettuce leaves: The features of lettuce leaves were analyzed and the texture, shape and color features of lettuce leaves were extracted.

Texture feature: In order to reduce the complexity of computation, in this study, we choose consistency, third order moment, smoothness, energy, entropy, average gray scale, standard deviation, variance, roughness, contrast and orientation degree, total of 11 texture eigenvalues (Laddi et al., 2013).

Shape feature: In order to ensure that the extracted eigenvalue can not change with image translation, rotation, so seven moment invariants ($\eta_1, \eta_2, \eta_3, \eta_4, \eta_5, \eta_6$) is chosen as recognition features of lettuce leaf nitrogen level (Chen et al., 2012).

Color features: Because the components of HIS have very strong independences and the distribution information of image color is mainly concentrated in the low moments, so in this study, the first moment, secondary moment and the third moment of the three components such as H, S, I, a total of 9 characteristic value were computed to express the color distribution of lettuce leaf image.

Because the second moment of S and I value is complex, so it is given up and keep the rest of the 7 characteristic values and its expression is shown as below:

$$\mu_j = \frac{1}{N} \sum_{i=1}^{N} H(Q_{ij})$$  \hspace{1cm} (4)
\[
\sigma_j = \sum_{i=1}^{n} \sqrt{\frac{1}{N} \sum_{i=1}^{n} (H(Q_{ij}) - \mu_j)^2} \tag{5}
\]

\[
s_j = \sum_{i=1}^{n} \sqrt{\frac{1}{N} \sum_{i=1}^{n} (H(Q_{ij}) - \mu_j)^2} \tag{6}
\]

Among them, \(Q_{ij}\) as the probability of first \(j\) color component and gray of the pixel is \(i\). \(N\) is the number of pixels in the color image.

**Data dimensionality reduction based on genetic algorithm:** Genetic algorithm (GA) is a searching algorithm based on the principle of natural selection and it simulated the evolutionary mechanism in the nature, having been achieved optimization to certain targets in the artificial recognition system (Tang et al., 2011). Specific optimization process is as follows.

The 25 characteristic values were coded using the binary encoding and every chromosome genes corresponds to a feature. If a gene of one chromosome is 1, it means that the characteristic value of gene is selected, otherwise, it is ignored. Because the lettuce characteristic value is 25 dimensions, then the chromosome length \(L\) is 25.

Population size was set as 25, the number of iterations as 200, crossed factor (Pc) as 0.1, variation factor (Pm) as 0.01. Initial population was generated randomly, including 25 individuals, expressed as: (x1, x2, x3 ... x25).

Later, the fitness function value was calculated. Distance criterion between Intra-class and Inter-class was used as fitness function and the value determines the classification capacity of chromosomes \(c\). The expression is as below:

\[
F_{\text{fitness}}(c) = \frac{\text{tr}(S_b(c))}{\text{tr}(S_w(c))} \tag{7}
\]

\(S_b(c)\) as the distance of the Inter-class, \(S_w(c)\) as the distance of the Intra-class.

The evolution of the population includes selection, crossover and mutation operation. When the number of iterations reaches 200, or the absolute value of the fitness function value is less than 0. 001 in 20 consecutive generation, calculation terminated and the optimal solution was output.

Through the experiment, the final result is: \((110010100011100100010010101)\), namely, the following 11 characteristic values, such as the consistency, third order moment, entropy, standard deviation, orientation degree, \(\eta_1, \eta_2, \eta_3, 12, S2\) and \(H2\), were selected. In characteristic optimization process, the optimal individual fitness function value changes along with the change of the number of iterations trend, as shown in Fig. 4. From the Fig. 5, we can see that when the number of iterations reaches 163 generation, it produces the optimal individual.

**Dimensionality reduction based on PCA:** The purpose of Principal component analysis (principal component analysis) is to use less variables to explain the vast majority of information in original data and change the original variable value having high correlation into variable values being independent each other (Ning et al., 2010). In this study, PCA method was applied to reduce data dimensionality of lettuce leaves' characteristic value. The concrete steps are as below:

- The original data of lettuce characteristics were processed to standardization
- The correlation coefficient matrix among lettuce leaf features was calculated
- Eigenvalue and eigenvector of lettuce leaves were calculated
- \(p (p-m)\) principal components were chosen and the contribution rate and the cumulative contribution rate of information were calculated and the corresponding feature vector was calculated vector, which is the principal components wanted

Through the above steps, the 25 eigenvalue of the lettuce leaves images were reduced dimensionality and finally 12 main components whose cumulative contribution rate is 98.24% were chosen.
RESULTS AND DISCUSSION

**SVM classifier:** The sample is set as \( \{x_i, y_i\}_{i=1}^{n} \), \( n \) is the number of training sample set, \( x_i \in \mathbb{R}, y_i \in \{-1, 1\} \) is classification categories and the SVM decision function is as below (Bazi and Melgani, 2007):

\[
f(x) = \text{sign} \left( \sum_{i=1}^{n} a_i y_i K(x_i \cdot x) + b \right)
\]

(8)

The symbol function, \( a_i \) is the Lagrange multiplier.

In the experiment, we used radial basis kernel function, respectively.

The radial basis kernel function:

\[
K(a_i, a_j) = \exp \left( -\frac{||a_i - a_j||^2}{\sigma^2} \right)
\]

(9)

When SVM was used to solve nonlinear and high dimensional pattern recognition as well as the small sample problem, it showed the advantages of simple calculation and robustness, so it was introduced into other machine for problems in learning.

**Result comparison of PCA SVM and GA-SVM:** To examine the characteristics optimization effect of genetic algorithm and the effect of reducing dimensionality of PCA, in the stage of training support vector machine (SVM), 90 samples data of lettuce leaf image were selected, including 30 of normal nitrogen, 30 of deficient nitrogen and 30 of excessive nitrogen. There are 30 testing samples, including 10 of normal nitrogen, 10 of deficient nitrogen and 10 of excessive nitrogen. Through training Support Vector Machine (SVM) using training data set, prediction model was obtained and prediction experiment was made using test set. The chart of forecast effect is shown in Fig. 6, 7 and 8. Figure 6 showed the recognition effect based on genetic algorithm for optimizing feature data, Fig. 7 showed the recognition effect after PCA for reducing the dimension of data, Fig. 8 showed the recognition effect under the condition of not reducing dimensionality. The specific comparison results about prediction time needed and prediction accuracy were shown in Table 1.

Experimental results showed that there were only 2 fault recognition points in the process of identification based on optimization in characteristics using genetic algorithm and there were 6 fault recognition points in the process of identification based on reducing dimensionality using PCA and there were 9 fault recognition points under the condition of without treatment.

The recognition time under without treatment of reducing dimension has longer recognition time in the process of identification and it proved that, it was necessary to make characteristics optimization in predicting data. In addition, compared with PCA method, the method of reducing dimensionality

<table>
<thead>
<tr>
<th></th>
<th>Recognition effect based on genetic algorithm</th>
<th>Recognition effect after PCA</th>
<th>Recognition effect under the condition of not reducing dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction accuracy (%)</td>
<td>93.33</td>
<td>76.67</td>
<td>70.00</td>
</tr>
<tr>
<td>Prediction time needed (sec)</td>
<td>108.73</td>
<td>126.38</td>
<td>189.64</td>
</tr>
</tbody>
</table>

Table 1: Table of recognition accuracy and recognition time

![Fig. 6: Prediction results of GA-SVM, real and forecast category picture of test samples](image1)

![Fig. 7: Prediction results of PCA-SVM, real and forecast category picture of test samples](image2)
CONCLUSION

In this study, the genetic algorithm and PCA dimensionality reduction method were applied to optimize characteristic in predicting the nitrogen level in lettuce leaves respectively. The results showed that 11 dimension feature vectors were chosen finally after optimization in genetic algorithm, removing 14 dimension redundancy feature vectors, then 12 principal components were chosen after reducing dimension with PCA. Prediction results showed that in the condition under without treatment, the data identification efficiency is low and recognition time is longer. No matter in recognition accuracy or in recognition time, the genetic algorithm is better than PCA method and the PCA has some limitations in optimizing nonlinear data.
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