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Abstract: To improve precision of the signal conditioning circuit in an automatic test system, an error compensation approach was proposed based on the Loose Type of Wavelet Neural Network (L-WNN), combining wavelet transform with BP neural network. It was applied to get the error curve which stands for the relationship of input voltage and the error of conditioning circuit. To evaluate the performance of the L-WNN model, the error curve was also compared to it got by BP neural network and regression analysis which applied Least Squares Estimate (LSE). The effect of testing on the compensation result shows that significant improvements can be made and that is an efficient method to compensate the error of the signal conditioning circuit.
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INTRODUCTION

In the field of automated test, it is vital to correct tedious errors and increase precision of measurement. Moreover, the signal from the sensor rarely input to the test system directly but usually traverse signal conditioning circuit firstly to control the signal within the range of the data acquisition board. In addition, in order to improve the system security, the isolation operation is often operated. Generally speaking, the function of the signal conditioning circuit is to achieve operations such as amplification, attenuation, filtering and linearization. However, the signal through the conditioning circuit is introduced the error, then affects the measurement results. Thus, it is necessary to compensate for the error of the signal conditioning circuit.

Because of signal attenuation and all kinds of interference in the process of signal transmission, conditioning circuit is the central source of measurement error. In order to solve this problem, it generally needs to obtain error compensation curve which is the approximate relationship function between input signal and measurement error. And then add the error curve to the input of the signal conditioning circuit to improve on measurement precision. The schematic drawing is shown in Fig. 1.

According to the measuring data, regression analysis algorithm modeling can set up a linear or nonlinear regression model (Mota et al., 2013). Zu et al. (2012) combined data fitting method and data fusion technology to get the error curve. Owing to nonlinear characteristics of the effect of conditioning circuit to signal, it needs to apply nonlinear regression analysis to fit the error compensation curve. First of all, according to simple scatter of experimental data, curve type should be selected when carry out the nonlinear regression. Here, 10-order polynomial was made as a fitting curve in the experiment following.

The relationship of the input signal and output signal has to be analyzed in advance so as to choose the
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Fig. 1: Schematic drawing of the error compensation of signal conditioning circuit
right curve type for fitting when use the regression analysis algorithm carry out the error compensation. However, the selected fitting curve type is not objective. Beyond that, using a distinctive curve fits the irregular curve will introduce error to the model. Therefore, Kang and Jin (2010) adopted neural network and Zheng et al. (2013) adopted model identification technology to build the error compensation model. Furthermore, Dehimi et al. (2013) employed wavelet transform to improve prediction effect and Ying and Zhenxing (2011) used compact type wavelet neural network as blind equalizer to improve the ability of underwater communication. We made a synthesis of the advantages of the above studies and proposed a loose type of WNN to improve the accuracy of the signal conditioning module.

ERROR ANALYSIS OF SIGNAL CONDITIONING CIRCUIT

The signal conditioning circuit is mainly composed of amplifying and attenuation circuit. Therefore, its kernel is the amplifier. Specifications of used and ideal operational amplifier have some differences. Thus, we must consider the errors.

The signal errors can be assorted into 3 classes based on its feature and property.

Systematic error: Under invariable conditions, sample a value many times, the constant or regular error is the systematic error. Generally, the systematic error is uniform and can be decreased and eliminated.

Random error: Under invariable conditions, sample a value many times, the error which varies irregularly, is the random error. The random error is brought on by many factors, such as temperature and noise interference. It can be dealt with applying probability and random process theory.

Gross error: Under a certain measurement condition, the distinct error is the gross error. It can be eliminated judging by certain rules.

In this study, we mainly discuss the method of error compensation for system error and reduce the effect of random error.

MATERIALS AND METHODS

Data set: With the purpose of carrying on error compensation for signal conditioning circuit, the sample of the input signal and output signal of the signal conditioning circuit should be obtained. In this study, data acquisition experiment platform is set up as below which shown in Fig. 2 and two pieces of digital multimeters PXI-4070 measured input voltage and output voltage of conditioning circuit. The voltage range of the output of PXI-6723 was set from 10 to 10 and 0.01 V for adjusting voltage increasing in turn. Therefore, there are 2000 samples of input voltage and output voltage which are separately set \( S = \{s_1, s_2, \ldots, s_{2000}\} \) and \( F = \{f_1, f_2, \ldots, f_{2000}\} \). Further analysis shows that the error samples of conditioning circuit can be set \( E = \{e_1, e_2, \ldots, e_{2000}\} \), \( e_i = f - s_i \) (\( i = 1, 2, \ldots, 2000 \)). Error compensation curve is a nonlinear function of the input value and the error value can be set \( E = f(S) \). The data connected 6 times, therefore, 6 groups of experimental data and then 6 error curves which represented as \( E_{1s} \) to \( E_{6s} \) were got.

![Fig. 2: Data acquisition experimental platform](image)
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**Methodology**

- **Wavelet transform**: Wavelet decomposing is a method to analyze the time series that containing numerous components of diverse frequencies and wavelet transformation has versatile basic functions which can be selected according to your problem. All basic function $\psi_{a,b}(x)$ can be derived from the mother wavelet $\psi_0(x)$ by the dilation and translation processes as expression 1:

$$\psi_{a,b}(x) = a^{-1/2} \psi \left( \frac{x-b}{a} \right), \quad a, b \in \mathbb{R} \text{ and } a > 0 \quad (1)$$

where, the dilation coefficient $a$ and translation coefficient $b$ fall into the set of real numbers $\mathbb{R}$ and $a > 0$. The mother wavelet $\psi_0(x)$ is the Daubechies function in this study.

Daubechies wavelet is a group of orthogonal wavelets which were applied to decompose the signal into approximation branch $A$ and detailed branch $D$. This process is repeated and the branches $A$ would be the reflection of trend information and suffer less influence of instantaneous noises. On the contrary, branches $D$ contain more detail characters. The process is showing in Fig. 3.

The breaking down is beneficial to the prediction of the error curve. On account of the signal that through wavelet transform is more single and smooth in the frequency domain, based on this, some non-stationary data series can be predicted more accurate applying traditional neural network method (Soltani, 2002).

The Daubechies wavelet (db9) has been used because it is orthogonal and has least root-mean-square error in the experiment compared to others (Pajares and de la Cruz, 2004; Ma et al., 2005).

- **BP neural network**: The neural network has an excellent ability to extract patterns and detect trends from a group of imprecise data. Among a variety of artificial neural network architectures, the single-hidden-layer forward-feed network with back propagation (BP neural network) is the most popular and commonly used method (Bhownik et al., 2008). Due to the powerful capabilities for solving problems in complex nonlinear systems, it is also adopted in this study.

The BP neural network consists of input layer, hidden layer and output layer. The training process includes three steps: feed-forward of the input, calculation and back-propagation of the error and the adjustment of the weight and bias. For a three layer BP neural network, assume has $n$ inputs, $h$ hidden nodes and $m$ outputs, expressed as $x_i$, $y_j$, $Z_k$. The weight between input and hidden node is defined as $\omega$ and the weight between the hidden and output node is defined as $\psi$. The bias of hidden and output node is $\theta$ and $\delta$, apply Sigmoid function $f(x)$ as the threshold function. And then, the output neuron of hidden layer and output layer can be represented as:

$$y_j = f \left( \sum_{i=1}^{n} \omega_{ij} x_i - \theta_j \right) \quad (2)$$

$$z_k = f \left( \sum_{j=1}^{h} \psi_{kj} y_j - \delta_k \right) \quad (3)$$

The sigmoid function is:

$$f(x) = \frac{1}{1 + e^{-x}} \quad (4)$$

The training target is minimum the mean square error.

- **L-WNN**: Wavelet Neural Network (WNN) is an estimation of the learning function. It combines the wavelet and neural network theory and has 2 type structures commonly used, the compact type and loose type. The compact type utilizes wavelets as the basis function to construct a network (Tabaraki et al., 2006) and the loose type is a process of decomposition, reconstruction, training and prediction. The loose type has the advantage of intuitionistic and outstanding performance in streamflow simulation (Ju et al., 2007). Hence, the loose type was adopted. The steps of L_WNN were illustrated in Fig. 4.
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Fig. 4: Flowchart of L_WNN

The procedure of the method is expressed as follows.

First, error samples of conditioning circuit \( E = \{e_1, e_2, \ldots, e_{1000}\} \) are used as a time series for the input of discrete wavelet transform. Here, a wavelet function of order 5 and decomposition level 3 was utilized. The wavelet presents an appropriate tradeoff between wave-length and smoothness. The final outputs of the WT are 4 time series which is set:

\[
E_{-}A3 = \{e_{1}^{0}, e_{2}^{0}, \ldots, e_{255}^{0}\}
\]
\[
E_{-}D1 = \{e_{1}^{1}, e_{2}^{1}, \ldots, e_{255}^{1}\}
\]
\[
E_{-}D2 = \{e_{1}^{2}, e_{2}^{2}, \ldots, e_{100}^{2}\}
\]
and:

\[
E_{-}D3 = \{e_{1}^{3}, e_{2}^{3}, \ldots, e_{100}^{3}\}
\]

Second, divide each branch into the training set and testing set. According to the length of the training set, take the k data in the front as training samples and take the next k data as the training target of BP neural network. After that, the time window moves forward and the k samples updated. This process repeats until the data of the training set out. Finally, utilize the testing set to predict.

Finally, add the predicted data of each branch up can get the desired predicted data.

The error curve was obtained after the entire procedure finished.

RESULTS AND DISCUSSION

To validate the performance of the L_WNN algorithm, both the BP neural network and 10 to the power of polynomial regression analysis models using LSE were applied to get the error curve. The criterion was Root-mean-square Error (RMSE) and Mean Absolute Percentage Error (MAPE).

In order to analyze the effect of error compensation, took the top 60% of \( S = \{s_1, s_2, \ldots, s_{2000}\} \) and \( E = \{e_1, e_2, \ldots, e_{1000}\} \) to train nonlinear relationship and the remaining as a testing set to verify the effect of error compensation in data processing. The 6 groups of acquired error curve were used to make a comparison among L_WNN, BP neural network and existing regression analysis algorithm (employ LSE) which were shown in Table 1. In addition, in order to more clearly observe characteristics, the first 50 points of the error curve \( E_i \) to \( E_6 \), and the corresponding final measurement error were shown in Fig. 5-7.
Fig. 5(a-b): Error curve E and compensation results

Fig. 6(a-b): Error curve E and compensation results
Fig. 7(a-b): Error curve E and compensation results

Table 1: Predicted results of different algorithms

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_WNN</td>
<td>0.0012</td>
<td>0.0014</td>
<td>0.0017</td>
<td>0.0018</td>
<td>0.0020</td>
<td>0.0015</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0009</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0005</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.0054</td>
<td>0.0062</td>
<td>0.0084</td>
<td>0.0063</td>
<td>0.0063</td>
<td>0.0062</td>
</tr>
<tr>
<td>BP</td>
<td>0.0039</td>
<td>0.0010</td>
<td>0.0012</td>
<td>0.0009</td>
<td>0.0025</td>
<td>0.0018</td>
</tr>
<tr>
<td>LSE</td>
<td>0.0056</td>
<td>0.0063</td>
<td>0.0070</td>
<td>0.0068</td>
<td>0.0071</td>
<td>0.0065</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.0042</td>
<td>0.0017</td>
<td>0.0011</td>
<td>0.0012</td>
<td>0.0030</td>
<td>0.0020</td>
</tr>
</tbody>
</table>

Table 2: Compensation results of different algorithms

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_WNN</td>
<td>0.0031</td>
<td>0.0022</td>
<td>0.0041</td>
<td>0.0025</td>
<td>0.0035</td>
<td>0.0018</td>
</tr>
<tr>
<td>MAX</td>
<td>0.0009</td>
<td>0.0008</td>
<td>0.0036</td>
<td>0.0020</td>
<td>0.0010</td>
<td>0.0007</td>
</tr>
<tr>
<td>AVG</td>
<td>0.0023</td>
<td>0.0084</td>
<td>0.0184</td>
<td>0.0145</td>
<td>0.0112</td>
<td>0.0101</td>
</tr>
<tr>
<td>BP</td>
<td>0.0025</td>
<td>0.0029</td>
<td>0.0054</td>
<td>0.0045</td>
<td>0.0022</td>
<td>0.0039</td>
</tr>
<tr>
<td>LSE</td>
<td>0.0166</td>
<td>0.0126</td>
<td>0.0196</td>
<td>0.0158</td>
<td>0.0172</td>
<td>0.0119</td>
</tr>
<tr>
<td>AVG</td>
<td>0.0042</td>
<td>0.0042</td>
<td>0.0055</td>
<td>0.0046</td>
<td>0.0033</td>
<td>0.0040</td>
</tr>
<tr>
<td>Original error</td>
<td>0.0145</td>
<td>0.0171</td>
<td>0.0157</td>
<td>0.0165</td>
<td>0.0189</td>
<td>0.0163</td>
</tr>
<tr>
<td>AVG</td>
<td>0.0061</td>
<td>0.0061</td>
<td>0.0082</td>
<td>0.0095</td>
<td>0.0059</td>
<td>0.0053</td>
</tr>
</tbody>
</table>

After got the error curve, it can be discovered that the L-WNN method can track more particular and instantaneous movements. The prediction precision was improved up to 78% for RMSE compared to LSE. The LSE method can also reflect the tendency but it was inferior in the detail characteristics.

The measurement result after compensation were received by adding the error curve to the input of the signal conditioning module. The maximal error and average error were compared in Table 2. It can be found that the significant improvement can be made through L-WNN. The measurement precision was improved 76% in average relative to LSE and maximal error was also limited.

**CONCLUSION**

The compensation results indicate that L-WNN is more effective than traditional regression analysis method. With the strong ability to predict, L-WNN method avoids the curse of uncertainty of the polynomial type and its order.

Due to the benefit of the application of L-WNN to the traditional LSE method, the effect would be further enhanced if other optimization algorithms are adopted to perfect L-WNN.
Nevertheless, the L_{WNN} algorithm has to spend more time to obtain the compensating curve. Therefore, one of our future works is to optimize L_{WNN} to gain compensation value in speed. Thus, the traditional method can be still used for some applications which need for more speed and less precision.
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