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Abstract: Marathi language is an Indo-Aryan language. It is one of the most popular language used by over ninety million people in India and rest of the world. It is the official language of Government of Maharashtra State, India. Various commercial transactions such as bank transactions takes place in Marathi, particularly in rural part of Maharashtra State. Many times it is needed to process numerals written in Marathi through computer. Recognition of Marathi Numerals is required in various applications where Marathi data need to be processed. It is also the first step towards language understanding. Here, I have proposed a Artificial Neural Network System that can recognize numerals (0-9) written in Marathi language. The system perfectly recognizes ideal numerals and performs reasonably accurate for noisy numerals.
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INTRODUCTION

Marathi is an Indo-Aryan language spoken by peoples of Maharashtra State, India. It is the official language of Maharashtra State, India and second language by other states such as Goa, India. Marathi language is used by over ninety million people worldwide. It is a 1300 years old language evolving from Sanskrit language. In most part of Maharashtra, people use Marathi for their day to day work. They use Marathi numerals for their banking purposes and write payment slips using Marathi numerals. Particularly, in rural part, people can only read and write in Marathi has to use Marathi language for their everyday activity. Marathi is very weekly supported by computer systems. Only recently certain data publishing software are available. Marathi language understanding by machine is vast research area where a lot work is yet to be done. Here, study is prosing a Artificial Neural Network System that can recognize Marathi numerals.

Artificial Neural Network (ANN) is a information processing paradigm. It is inspired by biological nervous system such as brain. It is composed of simple elements operating in parallel (Al Daoud, 2009). These elements are called as neurons. The ANN can learn by example as like people. ANNs are widely used in area of data classification. A lot of research is carried out on digit recognition (Bahlmann et al., 2004; Isokoski, 2001; Laloma, 1994; Pittman, 1991; Li, 1998; Liu et al., 2003). But no good citations are available for Marathi numerals recognition. The development of more powerful networks, better training algorithms and improved hardware has contributed in the revival of the field.

PROBLEM

A network is to be designed and trained to recognize ten (0-9) Marathi numerals. Marathi numerals are different from English numerals and their shapes are as shown in Fig. 1.
An imaging system that digitizes each numeral centered in the system's field of vision is prepared. The result is that each digit is represented by a 5 by 7 grid of Boolean values. For example, numeral (One) is represented as shown in Fig. 2.

However, the system is not perfect and numerals may suffer from noise. Figure 3 gives such noisy numeral. The noise is in the form of unwanted additional values in image. Sometimes noise is in the form of small dots and some time they are larger values. It may change the shape and the recognition becomes difficult. Perfect classification of ideal vectors is required and reasonably accurate classification of noisy vectors is required.

The ten 35 element input vectors are defined in function PR1 as a matrix of input vectors called mnumeral. The target vectors are also defined with variable target. Each target is a ten element vector with 1 in the position of numeral it represents and 0 elsewhere. The numeral zero is represented by 1 in first element, one represented by 1 in second element and so on.
NEURAL NETWORK

Network receive 35 boolean values as a 35 element input vector. It responds to it, by outputting 10 element vector output with 1 in the numeral position and 0 elsewhere. Also, the network should handle noise, that is, network must make few mistakes with noise of mean 0 and standard deviation of 0.2 or less.

Network Architecture

Various types of architectures are available for ANN. The selected architecture is a two layer feed forward network with both the layers consisting of 10 neurons each. The performance of two layer network is much better than a single layer network. The transfer function selected is log-sigmoid function. Log-sigmoid is chosen because its output range 0-1 is perfect for learning to output Boolean values. Figure 4 shows the neural network.

In the Fig. 4, IW is input weight matrix of size 10 by 35, b is bias vector of size 10 by 1, F is log-sigmoid transfer function, a1 is first layer output, LW is layer weight matrix of size 10 by 10 and a2 is output of second layer which is output of network.

The input to bias vector is fix to 1. The equations for a1 and a2 are given in (1) and (2).

\[
a_1 = \text{logsig}(IW*P+b) \\
a_2 = \text{logsig}(LW*a_1+b)
\]

In Eq. 1 P is input vector. In Eq. 1 and 2, the symbol *stands for multiplication. In Eq. 1, the product of input weight matrix with input vector P is added to bias b. The logsig value of this is assigned to a1. In Eq. 2, the product of layer weight matrix and a1 is added to b. The logsig value of this is assigned to a2.

The neural network shown in Fig. 4 is created by using MATLAB.

Training of the Network

Once the network is initialized then we need to train the network. The network training is done with backpropagation algorithm (Leung and Cheng, 1996). In backpropagation, the network weights and biases are updated in the direction in which the performance function decreases most rapidly, that is, negative of gradient. It can be given by Eq. 3.

\[
x_{w,t+1} = x_{w,t} - \alpha G_{w,t}
\]

In Eq. 3, \(x_w\) is Vector of current weights and biases, \(G_w\) is current gradient, \(\alpha\) is learning rate. The symbol *stands for multiplication. Out of various batchpropagation, I have used

Fig. 4: Diagram of neural network
a faster algorithm, that is, batch propagation with adaptive learning rate. The performance function used is sum squared error (sse). The goal of sse was set to 0.1. Figure 5 shows training of network. The training of the network involves changing the biases and weights until the goal is achieved. The network is run in two passes- forward pass and backward pass. In forward pass output is calculated and error at output units is calculated. In backward pass the output unit error is used to alter weights on the output units. Then the error at hidden nodes is calculated by back-propagating the error at the output units through the weights and the weights on the hidden layers are altered using these values. Observe in Fig. 5 that, initially the error was high, but it goes on decreasing as number of epochs increases. The training stops when the goal is achieved.

Initially network was trained with ideal vectors until it has a 0.1 sum squared error. Then, the network was trained with 10 sets of ideal and noisy vectors. For noisy vectors, the goal of sse was set to 0.6. This value is set by certain understanding. It is normally more than that of with ideal vectors. One can test the network for other value as well. Figure 6 gives noisy vector training. Observe that, only after 4 epochs the goal is achieved. Then, again the network is trained with ideal vectors.
Fig. 7: Performance of the network

Testing of Network
After successful training, the network is ready to use. The network is tested on noisy numerals and its performance is given in Fig. 7. Observe that up to noise level 0.25 recognition rate is almost 100%.

CONCLUSION
Several work on recognition is carried by researcher, but still there is a scope for improvement. Here, Artificial Neural Network is successfully developed which can recognize Marathi numerals. Ideal numerals are recognized with accuracy 100%. Noisy numerals are recognized with reasonable accuracy.
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