Drawing Free Trees Inside Convex Regions Using Polygon Skeleton
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Abstract: Using Simulated Annealing (SA) method for drawing graphs has appeared in the literature. Using this method directly to draw graphs inside a convex polygon leaves considerable amount of edge crossing. This is partly because it does not consider geometrical properties of polygons. In this paper we introduce a new algorithm, which by using geometrical properties of polygons guides SA method, and achieves a drawing that has much fewer edge crossings than the drawings of the previous known algorithms.
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Introduction
Trees are known structures that have many applications. Hence drawing trees "nicely" has been investigated by many researchers. There are some aesthetics for nice drawing of graphs (trees) that are mentioned in the literature. Some of the most important aesthetics are: minimizing number of edge crossing, minimizing number of bends per edge, increasing symmetry of drawing, maximizing amount of angles between two edges, and distributing vertices all over the region (Purchase 1997) and (Chan 1999).

Most of the graph and tree drawing algorithms do drawing inside a rectangle. But in some applications it is needed to do drawing inside a polygon. For example consider we have a text which has some pictures of trees. Some times it will have especial effects to draw trees inside some polygons in the middle of the text than drawing them inside a rectangle. In this paper we consider drawing of trees inside a convex polygon. When size of trees or graphs increases some of the drawing algorithms can not do well, and drawing result is not so good. For example, in such case they can not guarantee planarity of drawing of planar graphs. The drawing result of algorithms that use clustering is much better than the drawing result of ones that do not use it (Behrens et al. 1997), (Brandenburg 1997), (Brandenburg et al. 1999), (Edachery et al. 1999), (Roxborough et al. 1997), (Sabowski et al. 1996) and (Tan et al. 1997). The algorithms that use clustering divide vertices of graphs into some groups based on some parameters, and draw vertices of the same groups near each other (Eades et al. 1996, 1st), (Eades et al. 1996, 2nd) and (Eades et al. 1999). Since our algorithm uses clustering, it has fewer problems when size of trees increases. Our algorithm draws edges of trees as a straight line, so we do not have any bend and this increases the readability of the drawing. In addition, our algorithm spreads vertices of trees all over the region by using polygon skeleton. To our knowledge, there is not any previous work which used polygon skeletons for graph drawing.

In section 2, polygon skeletons are explained briefly. In section 3, the simulated annealing method is described. In section 4, our algorithm is introduced. In section 5, drawing results of our algorithm is compared to results of a known algorithm which uses the simulated annealing method too. In section 6, conclusion is stated.

Polygon Skeletons: There are two types of skeleton for simple polygons, Medial Axis, and Straight Skeleton. Medial Axis of a given simple polygon, P, consists of all interior points whose closest point on the boundary of P is not unique (Chin 1995). While Medial Axis is a voronoi-diagram-like concept, Straight Skeleton is not defined using a distance function but rather by an appropriate shrinking process. Straight Skeleton is defined as the union of the pieces of angular bisectors traced out by polygon vertices during the shrinking process. (Aichholzer et al. 1996), (Aichholzer et al. 1995, 1st), (Aichholzer et al. 1995, 2nd), (Epstein et al. 1998) and (Felkel et al.)

Straight Skeleton, in general, differs from Medial Axis, if P is convex then both structures are identical. Otherwise, the medial axis contains parabolically curved segments around reflex vertices of P, which are avoided by the straight skeleton. In this paper, we consider drawing trees inside convex polygons, and since Straight Skeleton and Medial Axis of convex polygons are identical, it does not make any difference which one we use. Since computing Medial Axis is more efficient than computing Straight Skeleton, we use Medial Axis as the skeleton of polygons. From now on everywhere we say polygon skeleton we mean Medial Axis of the polygon.

The skeleton of a given polygon, P, partitions the interior of P into n connected areas which we call them faces. Each face is related to just one edge of P. Bisector pieces are called arcs, and their endpoints which are not vertices of P are called nodes of the skeleton. When P is convex the structure is tree and arcs are straight line segments.

![Fig. 1: Skeleton of a rectangle](image)

Simulated Annealing: Simulated Annealing (SA) is a...
flexible optimization method, suited for large-scale combinatorial optimization problems. SA differs from standard iterative improvement methods by allowing “uphill” moves – moves that spoil, rather than improve, the temporary solution. The problems for which SA is useful are characterized by a very large discrete configuration space, too large for an exhaustive search, over which an objective cost function is to be minimized (or maximized). After picking some initial configuration, most iterative methods continue by choosing a new configuration at each step, evaluating it and possibly replacing the previous one with it. This action is repeated until some termination condition is satisfied (e.g., no move reduces the objective function). The procedure ends in a minimum configuration, but generally it is a local minimum, rather than the desired global minimum. SA method tries to escape from these local minima by using rules that are derived from an analogy to the process in which liquids are cooled to a crystalline form, a process called annealing.

It is well known that when a liquid is cooled slowly, it reaches a totally ordered form, called crystal, which represents the minimum energy state of the system. In contrast, rapid cooling results in amorphous structures that have higher energy, representing local minima. The difference lies in the fact that when a liquid is cooled slowly, the atoms have time to reach a thermal equilibrium in each and every temperature. In this state, the system obeys the Boltzmann distribution:

\[ P(E) \approx e^{-E/KT} \]

Here, \( P(E) \) specifies the probability distribution of the energy values of the states \( E \), as a function of the temperature \( T \) and the Boltzmann constant \( K \). On the one hand, for every temperature, each energy \( E \) has non-zero probability, and thus the system can change its state to one with higher energy. On the other hand, at low temperatures, the system tends to be in states with very low energy, with the global minimum achieved at temperature zero. (In the sequel, we shall assume that \( k=1 \), since our temperatures are artificial anyway.)

Metropolis et al. in 1953 devised an algorithm for simulating this annealing procedure by a series of sequential moves. The basic rule is that the probability with which the system changes its state from one with energy \( E_1 \) to one with energy \( E_2 \) is:

\[ e^{-(E_2-E_1)/KT} \]

This rule implies that whenever the energy \( E_2 \) of the new candidate state is smaller than the current energy \( E_1 \) the system will take the move, and if it is larger the state change is probabilistic. Kirkpatrick et al. in 1983 were apparently the first to realize that the above procedure could be used for general optimization problems. The schematic form of SA method is as follows:

Choose an initial configuration \( S \) and an initial temperature \( T \);
Repeat the following (usually some fixed number of times):
(a) Choose a new configuration \( S' \) from the neighborhood of \( S \);
(b) Let \( E \) and \( E' \) be the values of the cost function at \( S \) and \( S' \) respectively;
if \( E' < E \) or \( \text{random}(0,1) < e^{(E-E')/T} \)
then set \( S \leftarrow S' \);
Decrease the temperature \( T \);
If the termination rule is satisfied, stop; otherwise go back to step 2.

SA method has been applied successfully to many problems. Its first application was to the traveling salesman problem. It has been used for many problems in the design and testing of VLSI, including the placement problem, channel routing, and the folding of PLAs, as well as for problems in image processing, coding theory, floor planning, graph and number partitioning, and graph coloring (Davidson et al. 1996). In (Davidson et al. 1996) SA method is used for drawing of graphs and trees nicely inside a rectangle. A cost function is defined which includes some aesthetics, and for each aesthetic one factor is dedicated in the cost function. Minimizing the cost function by SA method results in the aesthetics be satisfied.

The drawing results of the algorithm introduced in (Davidson et al. 1996), which we call it SA algorithm, are suitable for graphs and trees which are not large. But when number of vertices increases number of edge crossings increases too. For example, drawing of a complete binary tree with 63 vertices, by SA algorithm, usually has two edge crossings, while there are some algorithms which provide drawings with no edge crossing. Our algorithm does not have this weak point of SA algorithm.

**The Algorithm**

In this section, after giving some definitions we introduce our algorithm (For simplicity, from now on we say trees to free trees, and polygon to convex polygons).

**Definition 1:** Let \( \text{FaceSet}(j) \) be set of all faces which include node \( j \) of the skeleton.

**Definition 2:** Let \( \text{CloserSet}(j, k) \) be set of all nodes of a tree whose paths to node \( j \) is shorter than to node \( k \).

Here, we describe our algorithm briefly. The main layout of the algorithm is as follows:

**Algorithm Draw-Free Trees**

- a. Computing the polygon skeleton and area of the faces.
- b. Computing weight of the nodes of the skeleton.
- c. Computing weights of the edges of the skeleton.
- d. Computing weights of the edges of the tree.
- e. Mapping the tree onto the skeleton.
- f. Drawing the tree using SA method.

In the following we describe each step separately.

**a. Computing the Polygon Skeleton and Area of the Faces**: We Compute the polygon skeleton by using [Chin 1995]. Since all faces are simple polygons we can use the following formula to compute the area of the faces (Bourke 1988):

\[ \frac{1}{2} \sum_{i=0}^{n-1} (X_iY_{i+1} - X_{i+1}Y_i) \]

Here \( (X_j, Y_j) \) is the coordinate of vertex \( j (j=0..N-1) \) of the given face; \( X_n=0 \) and \( Y_n=0 \). To use the above formula, vertices of the faces should be ordered clockwise or counter clockwise.
**b. Computing Weight of the Nodes of the Skeleton:**
For each node \( j \) of the skeleton, we compute the following sum as weight of node \( j \):

\[
\text{Weight}(j) = \sum_{f \in \text{FaceSet}(j)} \text{Area}(f)
\]

In fact, this weight approximately represents amount of area that is around the node.

**c. Computing Weights of the Edges of the Skeleton:**
For each edge \((j, k)\) of the skeleton, we compute the following pair of sums as weight of the edge:

\[
W_{jk} = \sum_{m \in \text{CloserSet}(j, k)} \text{Weight}(m)
\]

\[
W_{kj} = \sum_{m \in \text{CloserSet}(k, j)} \text{Weight}(m)
\]

\[
\text{Weight}(j, k) = (W_{jk}, W_{kj})
\]

The weight of each endpoint approximately represents the amount of area that is near this endpoint.

**d. Computing Weights of the Edges of the Tree:**
For each edge \((j, k)\) of the tree, we compute the following pair as weight of the edge:

The weight of each endpoint represents the number of vertices of its Closer-set.

**e. Mapping the Tree on the Skeleton:**
We consider

\[
\text{Weight}(j, k) = (|\text{CloserSet}(j)|, |\text{CloserSet}(k)|)
\]

the weighted skeleton and the weighted tree, and find an edge of the skeleton and an edge of the tree such that the difference of the weights of their endpoints is minimum (i.e. we find the middle edges). We map the middle edge of the skeleton to the middle edge of the tree. Then we omit these two middle edges from the skeleton and the tree, this divides the tree and the skeleton respectively into two sub-trees and two sub-skeletons. Then we update the weights of the edges of the two sub-skeletons and the two sub-trees. To do this, we decrease one of the weights of the edges of each sub-skeleton (sub-tree) by the total weight of the other sub-skeleton (sub-tree). In order to determine that the weight of which side of each edge should be decreased, consider each sub-skeleton (sub-tree) as a directed tree whose root is the endpoint of the omitted middle edge that is connected to this sub-skeleton (sub-tree). (Consider the direction of each edge from the father to the child). The weight of the beginning point of each edge should be decreased. After updating the weights of the sub-skeletons (sub-trees), we do the matching procedure recursively on the sub-skeletons and the sub-trees. The termination condition is that the number of the nodes of the sub-trees or the number of the edges of the sub-skeletons is less than one.

Some times, a skeleton or a tree may have more than one middle edge; it is easy to find that in this case these edges are common in one of their endpoint. We call this endpoint, the middle node. In this case, from the tree, we omit the middle node and its incident edges, so the tree is divided into two or more sub-trees. To update the weights of the edges of each sub-tree, we should decrease one of the weights of each edge of the sub-tree by the sum of the weights of all the other sub-trees plus one. But, from the skeleton, we omit just the middle node, so the skeleton is divided into two or more sub-skeletons. Then we update the weights of the edges of each sub-skeleton. To do this, we should decrease one of the weights of the edges of the sub-skeleton by sum of the weights of all the other sub-skeletons. In order to determine that the weight of which side of each edge should be decreased, consider each sub-skeleton (sub-tree) as a directed tree whose root is the middle node. (Consider the direction of each edge from the father to the child). The weight of the beginning point of each edge should be decreased. In any case, we divide the sub-skeletons and sub-trees into some possibly balanced groups, and for each group of the sub-skeletons, and its related group of the sub-trees, we call the matching procedure recursively. Therefore, we map the middles of the tree and the skeleton in four ways:

1. The middle node of the tree is mapped to the middle node of the skeleton.
2. The middle node of the tree is mapped to the middle edge of the skeleton.
3. The middle edge of the tree is mapped to the middle edge of the skeleton.
4. The middle edge of the tree is mapped to the middle node of the skeleton.

This mapping procedure fixes some nodes of the tree on some points of the skeleton. It is clear that if polygon is non-convex, there is the possibility of crossing between edges of the tree and edges of the polygon. This is the reason that our algorithm works only for convex polygons.

**f. Drawing the Tree Using SA Method:**
Now, the middle edges and the middle nodes of the skeleton, the sub-skeletons, the tree and the sub-trees have been found and have been mapped. The previous step divides the tree and the skeleton into some clusters, and maps the tree clusters on the skeleton clusters. Now, we use SA method to draw the tree inside the given convex polygon. During the running of SA method, we fix each middle node of the tree on the related middle node or the middle point of the related middle edge of the skeleton. We substitute each middle edge of the tree with a path of length 2 whose endpoints are the endpoints of the middle edge and its middle vertex is a virtual vertex. We fix each virtual vertex of the tree on the related middle node or the middle point of the related middle edge of the skeleton. After termination of SA method, we remove all the virtual vertices and return the substituted edges, then draw the tree. This matching procedure spreads the vertices of the tree all over the skeleton and so all over the drawing region. To clarify the algorithm, we follow an example. We want to draw the tree in Fig. 3 inside the rectangle in Fig. 2. Consider the rectangle and its skeleton in Fig. 2. In this example, the areas of the faces are:

Area(F0) = 2500, Area(F1) = 7500
Area(F2) = 2500, Area(F3) = 7500
Then the weights of the nodes are:

\[
\begin{align*}
\text{Weight}(0) &= \text{Area}(F0) + \text{Area}(F3) = 10000 \\
\text{Weight}(1) &= \text{Area}(F0) + \text{Area}(F3) + \text{Area}(F1) = 17500 \\
\text{Weight}(2) &= \text{Area}(F0) + \text{Area}(F1) = 10000 \\
\text{Weight}(3) &= \text{Area}(F1) + \text{Area}(F2) + \text{Area}(F3) = 17500 \\
\text{Weight}(4) &= \text{Area}(F1) + \text{Area}(F2) = 10000 \\
\text{Weight}(5) &= \text{Area}(F2) + \text{Area}(F3) = 10000
\end{align*}
\]

If we select the node zero as the root of the skeleton and apply DFS, the weights of the edges of the skeleton are:

\[
\begin{align*}
\text{Weight}(1, 2) &= (65000, 10000) \\
\text{Weight}(3, 4) &= (65000, 10000) \\
\text{Weight}(3, 5) &= (65000, 10000) \\
\text{Weight}(1, 3) &= (37500, 37500) \\
\text{Weight}(0, 1) &= (10000, 65000)
\end{align*}
\]

Where Weight(i, j) = (k, m) means the weight of endpoints i and j of edge (i, j) are respectively k and m.

Then, consider the tree in Fig. 3. If we select the vertex zero as the root of the tree, and apply DFS, the weights of the edges of the tree are:

\[
\begin{align*}
\text{Weight}(0, 2) &= (1, 6) \\
\text{Weight}(2, 5) &= (3, 4) \\
\text{Weight}(4, 3) &= (6, 1)
\end{align*}
\]

Then, we should map the tree onto the skeleton. If we compute the difference of the weights of the two sides of each edge of the skeleton, we have:

\[
\begin{align*}
\text{DeltaW}(1, 2) &= 55000 \\
\text{DeltaW}(2, 3) &= 55000 \\
\text{DeltaW}(3, 5) &= 55000 \\
\text{DeltaW}(0, 1) &= 55000 \\
\text{DeltaW}(1, 3) &= 0
\end{align*}
\]

As can be seen, among these edges, just the edge (1, 3) has the minimum difference of weights. Therefore, we choose it as the middle edge of the skeleton.

Now, we compute the difference of the weights of the two sides of each edge of the tree:

\[
\begin{align*}
\text{DeltaW}(0, 2) &= 5 \\
\text{DeltaW}(2, 5) &= 1
\end{align*}
\]

Among these edges, two edges (2, 5) and (5, 4) have the minimum difference of weights. Because here there are two middle edges, we select their common nodes, node 5, as the middle node of the tree. Therefore, edge (1, 3) of the skeleton is mapped to node 5 of the tree. We omit edge (1, 3) from the skeleton, so the skeleton is divided into two sub-skeletons, which is shown in Fig. 4.

Then, we omit the middle node of the tree and its incident edges, so the tree is divided into two sub-trees, which is shown in Fig. 5.

Now, we update the weights of the edges of the two sub-trees and the two sub-skeletons. To update the weights of two sub-skeletons, we consider the middle edge, edge (1, 3), and the two weights of its two sides. We decrease one of the weights of the edges of the sub-skeleton that is connected to node 1 by the weight of side 3, and one of the weights of the edges of the sub-skeleton that is connected to node 3 by the weight of side 1.

So, we update the weights of the edges of the sub-skeletons as follows:

\[
\begin{align*}
\text{Weight}(1, 3) &= (37500, 37500) \\
W13 &= 37500, \ w31 = 37500 \\
\text{Weight}(0, 1) &= (10000, 27500) \\
\text{Weight}(1, 2) &= (27500, 10000) \\
\text{Weight}(3, 4) &= (27500, 10000) \\
\text{Weight}(3, 5) &= (27500, 10000)
\end{align*}
\]

To update the weights of the edges of the two sub-trees, we consider the middle node, node 5. The total weight of these two sub-trees (the number of nodes) is 3. Then, for each sub-tree we decrease the weight of one side of each edge by sum of the weights of all the other sub-trees plus one (it is 4). So, we update the weights of the edges of the sub-trees as follows:

\[
\begin{align*}
\text{Weight}(4, 6) &= (2, 1) \\
\text{Weight}(4, 3) &= (2, 1) \\
\text{Weight}(0, 2) &= (1, 2) \\
\text{Weight}(2, 1) &= (2, 1)
\end{align*}
\]
Then, we call the matching procedure recursively for the sub-tree connected to the node 4, and the sub-skeleton connected to the node 1, and also for the sub-tree connected to the node 2, and the sub-skeleton connected to the node 3. Then, node 4, and node 2 of the sub-trees are mapped respectively to the node 1, and node 3 of the sub-skeletons. If we continue, nodes 6, 3, 0, and 1 of the sub-trees are mapped respectively to edges (1, 2), (0, 1), (4, 3), and (3, 5) of the sub-skeletons, and the matching procedure terminates at this point.

At the end, we should draw the tree inside the rectangle using SA method. During running SA method, fixed nodes of the tree are node 5, which is fixed on the middle point of edge (1, 3) of the skeleton, nodes 4 and 2, which are fixed on nodes 1 and 3 of the skeleton respectively, nodes 6, 3, 0, and 1, which are fixed on the middle points of edge (1, 2), (0, 1), (3, 5) and (3, 4) of the skeleton. As can be seen all nodes of the tree are fixed and SA method does nothing here. The drawing result is as shown in Fig. 8.

**Drawing Results**

In this section, we compare the drawing results of our algorithm and SA algorithm, by some examples. First, consider the simple tree in Fig. 6.

![Fig. 6: A complete binary tree with 7 node](image_url)

If we draw this tree by SA algorithm inside a rectangle, the result is as shown in Fig. 7; the drawing result of our algorithm is as shown in Fig. 8. The drawing result of the same tree by SA algorithm inside a square is shown in Fig. 9, and the drawing result of our algorithm is shown in Fig. 10.

Now, consider the tree in Fig. 11. The drawing result of this tree by SA algorithm inside: a square is as shown in Fig. 12; the drawing result of our algorithm is shown in Fig. 13.
Now, let us to increase number of vertices of trees, for example, consider a complete binary tree with 63 vertices. The drawing result of this tree by SA algorithm inside a square is shown in Fig. 14.

Fig. 12: Drawing of a tree with 21 nodes by SA algorithm

Fig. 13: Drawing of a tree with 21 nodes by our algorithm

Fig. 14: Drawing of a complete binary tree with 63 nodes by SA algorithm

As can be seen from the figures, however the tree is planar, the drawing of it by SA algorithm is not planar. The drawing result of this tree by our algorithm is shown in Fig. 15.

Fig. 15: Drawing of a complete binary tree by our algorithm

The mentioned examples and many other observations show that when size of graphs (trees) increases, SA algorithm does not draw well (i.e. there is some edge crossing in drawing of even planar graphs), while the drawing result of our algorithm is much better. Now let us to represent some other examples of the drawing of our algorithm. Consider the tree in Fig. 16. The drawing result of this tree inside a square by our algorithm is as shown in Fig. 17.

Fig. 16: A tree with 10 nodes

As can be seen, the skeleton of the square has four main branches while this tree has three main branches. The drawing result of the same tree inside a triangle by our algorithm is as shown in Fig. 18. Since, the skeleton has as many branches as the tree, the figure is more symetric than Fig. 17.

Fig. 17: Drawing of a tree with 10 nodes by our algorithm
Fig. 18: Drawing of a tree with 10 nodes by our algorithm in a triangular region

Fig. 19: Drawing of a binary tree with 63 nodes by our algorithm in a convex region

As the last example, the drawing of a complete binary tree with 63 nodes inside a convex region by our algorithm is as shown in Fig. 19. As can be seen, the tree is spread all over the convex polygon by our algorithm using matching procedure between the tree and the skeleton of the polygon.

Conclusion
In this paper we introduced a new algorithm that used skeleton of polygons and the simulated annealing method to draw free trees. The drawing results showed that our algorithm drew trees nicer than the previous known algorithms, even when trees were relatively large. The authors of this paper believe that to continue this work, we can find a better mapping method to map trees onto the skeletons. Perhaps, pattern matching methods can be used to improve the mapping and enhance the drawing results.
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