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Abstract: This study presents a new static approach for termination analysis of the active rules. It consists of the detection of cycles in a graph says dependences graph. This last is built by taking into account the triggering of rules by other rules, influence of rule's actions on triggered rule's conditions and satisfiability of rule's conditions. A comparative study of the method suggested with the most known approaches was made thus showing our contribution in the field considered.
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INTRODUCTION

Databases Management Systems (DBMS) are currently used in various fields such as the CAD, office automation, software genius, geography, medicine, the speech processing etc., they constitute essential elements of the information systems.

Several generations of DBMS were born, while starting with the hierarchical and networks DBMS, followed by the relational DBMS and then the Oriented Object DBMS. These DBMS remain nevertheless passive because they carry out operations only in response to explicit requests coming from the application programs or the users.

An approach appeared consisting in making these systems active, i.e., able to react to significant situations (events) by executing the suitable actions in an automatic way, without the intervention of the user or the application. This capacity of reaction is modelled in general by active rules of type ECA (Event, Condition, Action) whose semantics is: When the event E occurs if the condition C is checked then execute action A.

The applications of the active databases are very varied, they can manage the problems of integrity constraints, they can deal with the management of the sights, the versions or the evolution of the diagrams.

The introduction of the active rules into DBMS produced new problems. Among these problems that of no termination of execution of rules. Indeed, it is ensured that the execution of a set of rules finishes, if for any state of the database and for any initial starting operation, the rules cannot be activated indefinitely. Thus, it is necessary to take measures to prevent against an infinite execution of the system. Several researches was started to try to give a solution to this problem.

We present in this study, our contribution to the resolution of the problem of no termination of rule systems by proposing a method of static analysis which is based on the realisation of a particular graph called Dependences Graph (DG) and which deduces the no termination of rules when cycles appears in this graph.

State of the art of termination analysis of active rules:
There are two kinds of termination analysis methods:

- Static analysis methods which operate during the compilation, such as the programmer can know in advance possible problems in the behaviour of rules\(^{[1,6]}\)
- Dynamic analysis methods\(^{[10-13]}\), which operate during the execution, to detect possible loops which can cause no termination of the system and to supervise the behaviour of certain suspect rules detected during the static analysis.

In what follows, we briefly present the most important static analysis methods which exist in literature:

One of the first works in this field is that of Aiken et al.\(^{[1]}\) who are the first to introduce the concept of triggering graph. This last is a graph where the nodes represent the rules and the arcs represent the triggering relation between these rules. If this graph is acyclic, the termination of the system of rules studied is guaranteed, but one can nothing say in the contrary case.

This idea was improved thereafter by Karadimce and Urban\(^{[3]}\) which propose to use in addition to the triggering graph, a triggering formula. This last is associated to un arc (Ri, Rj) and represents the conjunction of the conditions of Ri and Rj. If this formula is insatisfiable, the conditions of Ri and Rj cannot be satisfiable at the same time.
time and thus the execution of rule Ri cannot trigger the rule Rj and the arc (Ri, Rj) does not exist. If the graph obtained is acyclic then the termination is guaranteed.

Baralis and Widom\cite{1} based their study on a activation graph which is similar to the triggering graph with a small difference since in this graph the nodes represent the rules and the arcs (Ri, Rj) indicate that a rule Ri can activate the condition of another rule Rj (the action of Ri returns satisfiable the condition of Rj). The interaction between the action of a rule and the condition of another rule is detected thanks to an algorithm called propagation algorithm which uses an extension of the relational algebra, to propagate the rule's action through the condition of another rule. As the two preceding methods, the analysis of the termination is done while being based on the search for cycles on the activation graph, if this graph is acyclic, the termination is guaranteed.

One year later Baralis et al.\cite{4} presented an approach based on the analysis of the two graphs i.e. the triggering graph and the activation graph. They use an algorithm of rules reduction. If at the end, the set of rules is empty then the termination is guaranteed.

The approach of Lee and Ling\cite{3} represents an extension of the work of Karadime and Urban, because they further push the analysis by making an additional study on the cycles met to try to see if cycles will stop at the end of a certain number of executions.

Zimmer et al.\cite{6} presented an analysis of rule termination based on the ordinary petri nets. They showed how the execution of a system of rules is modelled by the petri nets and how, by exploiting the reachability graph and the coverability graph, one can have information on the termination of these rules.

Kokinaki\cite{2} used the parameterized petri nets for modeling and analysing the active rules, the presence of cycles in this graph indicates a system no termination.

Lastly, Rabhi\cite{5}, Karadime and Urban\cite{7} thought of reducing rules ECA to a terms rewriting system and then applied techniques of termination already established for these systems to prove termination of active rules.

**Presentation of our approach for termination static analysis:** The approach suggested is a static analysis method based on a graph model. It takes into account the influence of the actions on conditions and on the other hand the satisfiability of rule conditions.

The built graph is called Dependences Graph (DG) where the nodes are rules and there is an arc between two rules Ri and Rj, if on the one hand rule Ri contains in its action part, an event triggering Rj and on the other hand if the action of Ri or a rule precedent Ri in the graph does not make false the condition of Rj (otherwise the Rj rule cannot be executed because its condition will not be checked) and if the condition of Ri or a rule precedent Ri does not contradict that of Rj (otherwise the Rj rule cannot be executed because its condition cannot be satisfied at the same time with condition of Ri or of a rule precedent Ri). The termination is guaranteed if there is no cycle in the graph considered.

The construction of the dependences graph lean on three concepts:

- Triggering concept.
- Activation concept.
- Triggering formula concept.

**Construction of the dependences graph:** The dependences graph is a directed graph, composed of nodes representing the system rules and arcs between couples of rules. To trace an arc between two rules Ri and Rj, it is necessary to follow an algorithm which tests in the order the three already quoted concepts.

1. The first test consists in checking if Ri triggers Rj, i.e. if there exists in the action part of Ri an event which trigger the Rj rule.
2. If Ri triggers Rj, the second test i.e., the test of the activation concept, consist in checking, if the action of Ri activates the condition of Rj (i.e., returns it satisfiable), three possibilities are presented:
   - The action of Ri activates the condition of Rj, thus the arc between Ri and Rj is added to the dependences graph.
   - The action of Ri forge the condition of Rj i.e., returns the condition of Rj insatisfiable (the Rj rule cannot be executed if Ri were executed), thus the arc between Ri and Rj will not be added to the dependences graph.
   - The action of Ri does not have any influence on the condition of Rj and thus it is necessary to make a back return while following the triggering order to try to find an action which checks the case a) or the case b) with the condition of Rj. In the contrary case, one passes to the test of the third concept.
3. The third test i.e., the test of the triggering formula are made only if the test of the activation concept did not conclude anything, it is acted in order to check the satisfiability or not of triggering formula which consists on the conjunction of the two conditions of Ri and Rj, two cases arise:
   - The triggering formula of Ri and Rj is not satisfiable i.e., that the conditions of Ri and Rj are contradictory and thus the Rj rule cannot be executed if Ri regulates it were executed. In this case the arc
between Ri and Rj is not added to the graph.

- The triggering formula of Ri and Rj is satisfiable, in this case one makes a back return on the rules triggered before Ri to see whether there is a rule whose condition is contradictory with that of Rj, if it is the case, we do not trace the arc, otherwise we trace the arc between Ri and Rj.

Comparison between our approach and other approaches:
Here we are going to give examples of cases unsolved by certain approaches and which found solution with the method that we propose.

Approach of Aiken and Hellerstein: By the use of an example, we are going to show that this approach shown no termination, whereas it is not the case and this is what it is shown by our method.

This example is formed by the following system of rules:

R1: e1(x, y) if (x>5) then e2(x, y)
R2: e2(x, y) if (y=1) then e3(x, y)
R3: e3(x, y) if (x<5) then e1(x, y)

The triggering graph obtained by the approach of Aiken et al. is given in Fig. 1.

According to the method of Aiken and Hellerstein, the existence of cycle leads to no termination of the rules system. By considering the rules, one sees that the cycle (R1, R2, R3) is a false cycle because the conditions of R1 and R3 are contradictory.

The algorithm of the approach suggested by us can detect this case (ai and ci respectively represent the action and the condition of Ri):

R1 triggers R2
- Activation Test: R1.a1 does not contain an update which returns satisfiable or not the R2.c2 condition. There is no back return because there is not rule before R1 in the triggering graph.

- Triggering formula Test: The formula (R1.c1) \( \land (R2.c2) \) is \((x>5) \land (y=1)\) and is satisfiable. There is no rule preceding R1, then we trace the arc (R1, R2).

R2 triggers R3
- Activation test: R2.a2 does not contain an update which activates or not the R3.c3 condition. There is no Rk rule in a sequence of execution...... Rk......R2, R3 such as the Rk.ak action activates the R3.c3 condition.

- Triggering formula Test: The formula (R2.c2) \( \land (R3.c3) \) is \((y=1) \land (x<5)\) and is satisfiable. There is a Rk rule = R1 in the sequence of execution R1, R2, R3 such as R1 is the first rule met in back return and such as (R1.c1) \( \land (R3.c3) \) (X<5 and x<5) is not satisfiable, then we do not trace the arc (R2, R3).

R3 triggers R1
- Activation Test: R3.a3 does not contain an update which activates or not the condition R1.c1, there is no Rk rule in a sequence of execution...... Rk......R3, R1 such as the Rk.ak action activates or deactivate the R1.c1 condition.

- Triggering formula test: the formula (R3.c3) \( \land (R1.c1) \) is \((x<5) \land (x>5)\) and is not satisfiable then we do not trace the arc (R3, R1).

The dependences graph obtained, represented in Fig. 2, does not contain cycles, thus termination of this rules system is guaranteed (Fig. 2). The cycle detected in the approach of Aiken and Hellerstein is a false cycle.

Approach of Baralis, Ceri and Paraboschi: This approach also detects cases of no termination whereas our method proves that it is a termination.

This example is based on the following rules:

R1: e1(z) if (u=0) then v:=0 w:=0 e2(x)
R2: e2(x) if (v=0) then v:=1 w:=1 e3(y)
R3: e3(y) if (w=0) then u:=0 w:=1 e1(z)

Fig. 1: Triggering graph of example 4.1
Fig. 2: Dependences graph of example 4.1
The algorithm of analysis proposed by this approach uses the triggering graph TG and the activation graph AG, and is as follows:

Repeat until there is no arc more reductions to do If (no arc(R', R) ∈ TG) or (no arc(Rn, R) ∈ AG) then Remove R of TG and AG.

By applying this algorithm, the set IR of rules found at the end is non-empty, thus the authors conclude that the execution of this system of rules cannot finish, but if it is attentively examined, one can easily detect that the R3 rule cannot be executed because its condition is always evaluated to false because of the action of R2.

Let us apply our approach to the same example:

- R1 triggers R2 and R1.a1 (v:=0) returns true the condition R2.c2 (v=0) then we trace the arc (R1, R2)
- R2 triggers s R3 and R2.a2 (w=1) returns true the condition R3.c3 (w=0) then we do not trace the arc (R2, R3)
- R3 triggers R1 and R3.a3 (u=0) returns true the condition R1.c1 (u=0) then we trace the arc (R3, R1)

The dependencies graph obtained does not contain cycles, then the termination of this system of rules is guaranteed (Fig. 3)

Approach of Baralis - widom: We will prove with an example that the approach of Baralis-widom shown a termination of rules, whereas actually this latter is not guaranteed.

This example is based on the following rules:

Fig. 3: Dependences graph resulting from example 4.2

Fig. 4: Activation graph of example 4.3

Fig. 5: Dependences graph resulting from example 4.3

R1: e1 if (x=0) then y=0, e2.
R2: e2 if (y>=0) then e3.
R3: e3 if (y<5) then e2.

The activation graph obtained does not contain cycles, therefore the termination is guaranteed according to authors (Fig. 4). But if one looks at well, the two rules R2 and R3 triggers mutually and thus the termination is not guaranteed.

By applying the method suggested by us, one obtains the dependences graph which contains a cycle not detected by the approach of Baralis-Widom and thus the termination of this system of rules is not guaranteed (Fig. 5)

Advantages of the approach suggested: We saw that the majority of the static approaches used a graph model on which the termination analysis is done, some used the triggering graph, others used the activation graph, or a refined triggering graph, where the concept of triggering formula is introduced. However all these methods were considered to be too conservatives and examples proving their weakness were given for many of them. But, one can say that these methods nevertheless had the merit to explain the problem of no termination well and to introduce concepts which served as other studies. But the fault of these methods is that each one was based on a unique concept without checking the others (triggering, activation, triggering formula).

The most basic idea of our approach consists in using and exploiting the force of these three concepts at the same time. Moreover, our method does not stop in the test and the checking with a couple of rules but made a back return in the rules started previously to try to find a rule which by the means of one of the concepts does not allow the execution of the currently triggered rule. In this way the graph obtained cannot contain false cycles.

The triggering concept will be used to limit the number of tests between couples of rules since it will be done only between the triggering-activated rules and to
find the rules of the execution sequence in the case of a back return.

The activation concept permits to see whether the condition of the triggered rule is not influenced by the update of the action of the triggering rule or one of the rules preceding it.

The triggering formula concept permit to know if the condition of the triggered rule is contradictory with that of the triggering rule or one of the rules preceding it in the execution sequence, which would block its execution.

The use of these three concepts and the various back returns represent the strong points of our approach and returns the graph generated for the study of the termination very powerful semantically.

CONCLUSIONS

This study presents our contribution in the field of static termination analysis of active rules, since it initially summarizes principal work which was made in this field on static approach and proposes a new algorithm for the resolution of this problem. This new approach exploits the syntactic aspect of rules and draws its force from the semantic relations which exist between the actions and the conditions on the one hand and between the conditions between themselves on the another hand. It detects the rules which can be the cause of a problem of no termination and can thus be a part of an interactive tool for the rule specification of an active database.

We tried to compare our approach with other existing approaches and proved on some examples that it can cure the limits of these last.
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