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Abstract: Kingdom of Saudi Arabia is a developing country and is rich in natural resources. The export sector plays an important role in the economic growth of a country. Basically, economic growth of a country depends on the nature and type of relationship between exports and domestic economic growth. Modern econometric techniques such as Vector Auto-Regression (VAR), Impulse Response Function (IRF) and the Granger-causality test were applied to determine long-term relationship between exports and domestic economic growth from 1970 to 2005. It was found that the export sector of Saudi Arabia caused a significant effect on the economic growth and a positive influence on other economic activities in the long run. Also, a long-term equilibrium existed among the various macroeconomic variables such as RGDP, RC, RG, RI, RX and RM considered in the study. It is apparent that a steady state condition can be reached between exports and economic growth in Saudi Arabia.
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INTRODUCTION

International trade is a subject of interest to economists since Adam Smith (1776) asserted that the international trade is essential for achieving economic efficiency through economies of scale and the gains obtained from it represent a principal source of national wealth. Ricardo (1817), who originated international trade theory, offered some modifications to Smith’s study by introducing the concept of comparative advantage whereby trade facilitates gains in static efficiency, in addition to the gains associated with economies of scale (which had been the main focus of Smith’s study).

Many studies have concluded that an increase in exports is associated with an increase in imports and the trade is the backbone of economic growth, especially in Less-Developed Countries (LDCs). For example, Bhattacharya and Anindya (1976), who studied the relationship between foreign trade and international development, concluded that export-led trade can serve as the potential super engine of growth because imports which enhance growth, depend upon export revenues. Emery (1976) pointed out that higher rates of economic growth tend to be associated with higher rates of export growth; conversely, most countries with low rates of export growth also tend to have low rates of economic growth. However, there are opposing views regarding the effect of exports on economic growth. Helleiner (1972) noted that the pro-trade economists rest their arguments on conventional comparative-advantage theory which states that the countries should produce and export that commodity which are relatively most suited to produce. In contrast, Helleiner (1972) noted that anti-trade economists have pointed out the possible detrimental effects upon development that can accrue from participation in the world economy with the arguments that the effect of such participation by LDCs has, on balance, been negative. In this regard, Todaro and Michael (1989) noted that the export efficiency of most LDCs is relatively weak compared to that of developed countries because the income elasticity of demand in the developed countries is greater than that of LDCs.

Many empirical studies used cross-sectional data and OLS techniques to yield evidence in support of the hypothesis that the exports are associated with economic growth (Balassa, 1978a, b; Williamson, 1978; Salvatore and Hatcher, 1991). However, Jung and Marshall (1985) found only weak support for the export-led growth hypothesis as a result of their study using cross-sectional data and maximum likelihood simultaneous techniques. Furthermore, Jin and Yu (1996) decided that the hypothesis should be rejected after testing the long-term relationship between exports and economic growth in Australia and Canada and reported the existence of a strong relationship between exports and imports.

Recently, Dhawan and Biswal (1999) examined the relationship between export and the economic growth in India by employing the Vector Auto-Regression (VAR) model over the period from 1961 to 1993, using the
variables of real GDP, real exports and terms of trade in the VAR model. They found evidence for the existence of long-term co-integration among the variables and an increase in GDP produced by exports (at least in the short term). Similarly, Asafu-Adjaye and Chakraborty (1999) found evidence in support of the hypothesis of exported-led growth in LDCs. In contrast to these studies, Sharma and Panagiotidis (2003) examined the relationship between exports and economic growth during the period from 1971 to 2001 in India by employing a VAR model that included real GDP, real GDP without exports, real imports, real investment, population and employment. They failed to find support for the argument that exports increase GDP; also they did not find any evidence for the existence of co-integration among the aforementioned economic variables.

In Malaysia, Ghatak and Price (1997) studied the relationship between exports and growth in the Malaysian economy and reported that exports caused growth in real GDP, especially in manufactured exports. Following this, Keong et al. (2005) constructed a VAR model including the variables of GDP, exports, imports, labour and the exchange rate to examine the relationship between exports and economic growth in Malaysia during the period from 1960 to 2001. They found that both the exports and labour force stimulated the economic growth, whereas both the imports and exchange rate produced a negative effect on growth. They also detected a co-integrated relationship between exports and economic growth. Some studies also concluded that economic growth is caused by exports (Shah and Yusof, 1990) whereas others have argued the reverse (Dutt and Ghosh, 1996). Still others have claimed that a reciprocal (two-way) relationship exists between exports and economic growth (Jin, 1995). It appears that the direction of causality and the nature of the long-term relationship vary among countries according to the structure of a given economy and the historical role of exports in the production of goods and services in that particular economy.

The role of GWGDP is somewhat controversial to determine the economic growth of a country. In debates about international trade theory, some economists believe that growth in the world economy will, over time, lead to a decline in trade. For example, the United States was disadvantaged by growth in the rest of the world during 1967-1980 and again during 1985-1988, which caused that countries terms of trade to decline during these periods (Krugman and Obstfeld, 1994). However, the developing countries, whose economies depend on oil export, will experience an economic growth at the time of increasing GWGDP, because there is high demand for oil at these times, which in turn improves the current account balance and GDP of oil-exporting countries. Since, Saudi Arabia is an oil-exporting country, it was considered appropriate to include the GWGDP variable in the present model to determine relationship between the exports and the economic growth.

According to Lutkepohl and Reimers (1992), innovation accounting (such as impulse-response analysis) can be used to obtain information concerning the interactions among the variables. As a practical matter, the two innovations of error terms $\varepsilon_t$ and $\varepsilon_n$ can be contemporaneously correlated if $y_t$ has a contemporaneous effect on $z_t$ and/or $z_t$ has a contemporaneous effect on $y_t$. In obtaining IRFs and variance decomposition, a method such as the Choleski decomposition can be used to orthogonalise the innovations. The shape of the IRFs and the results of the variance decompositions can indicate whether the dynamic responses of the variables conform to theory. Assuming all variables in the VAR model are stationary, the impulse responses should converge to zero. In passing, it should be noted that a re-examination of the results is needed for each step if a non-decaying or explosive IRF is obtained.

The present study utilized Vector-Auto-Regression (VAR) to conduct analyses of time-series Saudi macroeconomic data during the period from 1970 to 2005. In addition, the Granger-causality test was applied to investigate the direction of causality between the macroeconomic factors under consideration. The main objective of this study was to use some of the econometric methodologies to investigate the relationship between exports and economic growth in Saudi Arabia, with special emphasis on the question of causality and the nature of long-term relationship.

**MATERIALS AND METHODS**

**Econometric model:** A Vector Auto-Regression (VAR) model was used to analyse the dynamic impact of random disturbances on the system of variables. The VAR model included the following six variables:

- Real Gross Domestic Product (RGDP)
- Real Private Consumption (RC)
- Real Government Expenditure (RG)
- Real Investment (RI)
- Real Exports (RX)
- Real Imports (RM)
- Growth Rate of World GDP (GWGDP)

**Data collection:** The data for GWGDP were obtained from the World Development Indicator of the World Bank.
(Anonymous, 2005b). The time-series data for RGDP, RC, RG, RI, RX and RM for Saudi Arabia were obtained from annual data for the years 1970 to 2005 Anonymous (2005a). All variables were calculated in real terms by using the GDP deflator for 1990 (= 100). In order to accomplish the study objectives, gross fixed capital formation was taken as a proxy variable for RI.

The data were analyzed statistically using Eviews software, which was considered most appropriate for economic analysis and evaluation of different econometric parameters.

**Data analysis**: The following methods were used for data analysis and evaluation.

- Tests of stationarity
- Tests using Vector Auto-Regression (VAR)
- Tests using Impulse Response Function (IRF)
- Tests using Granger-Causality test.

**Tests of stationarity**: To assess the long-term co-integrated relationship among the different variables by applying the VAR model, firstly, it was necessary to test for stationarity and the order of integration of the variables in the model. If some or all of the variables in the model are non-stationary (that is, showing a stochastic trend), conventional hypothesis-testing and confidence intervals will be unreliable. In the presence of non-stationary variables, there might be a so-called spurious regression. A spurious regression has a high R² and a t-statistic that appears to be significant, but actually have no economic meaning (Granger and Newbold, 1974).

Stationarity was, therefore, established by testing for unit roots in the variables by applying the Augmented Dickey-Fuller (ADF) test and the Phillips-Perron (PP) test. The methodology for these tests is described.

**Augmented Dickey-Fuller (ADF) test**: The ADF test for a unit root is formulated in the following regression model:

\[
\Delta Y_t = \beta_0 + \delta Y_{t-1} + \gamma_1 \Delta Y_{t-1} + \gamma_2 \Delta Y_{t-2} + \ldots + \gamma_p \Delta Y_{t-p} + \mu_t
\]

(1)

where:

- \(Y\) = \{RGDP, RC, RG, RI, RX, RM, GWP\} is a set of macroeconomic variables under study.
- \(\Delta\) = The differencing operator.
- \(\beta_0, \Delta, \gamma_1, \gamma_2, \gamma_p\) = Estimated parameters.
- \(\mu_t\) = White noise.

The null hypothesis in these circumstances can be expressed as follows:

\(H_0: \delta = 0\) (indicating \(Y\) has a stochastic trend; that is, non-stationary).

In contrast:

\(H_1: \delta \neq 0\) (indicating \(Y\) is stationary).

A time trend \(t\) can be added to Eq. 1 if \(Y\) is stationary around a deterministic linear process. If so, Eq. 1 can be written as follows:

\[
\Delta Y_t = \beta_0 + \alpha t + \delta Y_{t-1} + \gamma_1 \Delta Y_{t-1} + \gamma_2 \Delta Y_{t-2} + \ldots + \gamma_p \Delta Y_{t-p} + \mu_t
\]

(2)

where:

- \(t\) = A time trend.
- \(\alpha\) = An estimated parameter for the time trend.

**Phillip-Perron (PP) test**: As an alternative test for stationarity, the Phillip-Perron (PP) test was used to examine the unit root process. The PP method estimates the non-augmented Dickey-Fuller test in equations Eq. 1 and 2 and modifies the t-ratio of the \(\delta\) coefficient so that serial correlation does not affect the asymptotic distribution of the test statistic. The lag length \(p\) is unknown, but it can be estimated using the Akaike Information Criterion (AIC).

**Tests using Vector Auto-Regression (VAR) model**: To investigate the long-term co-integrated relationship in a system of equations, the co-integrated VAR model considers the system to be a general framework with equilibrium demonstrating stationary behaviour. The model implies that certain linear combinations of the variables of the vector process are integrated at a lower level than the process itself. Any such co-integrated variables are presumed to be driven by the same persistent shocks. Thus, if the non-stationarity of one variable corresponds to the non-stationarity of another variable, there exists a linear combination between them that, in itself, becomes stationary. Therefore, the co-integrated relationships can be interpreted as long-term economic steady-state relationships.

A VAR model consists of \(k\) equations (depending on the number of economic variables). In this study the model therefore had a system of seven equations. The VAR model treats every endogenous variable in the system as a function of the lagged values of all of the endogenous variables in the system. The approach of Pesaran et al. (2001) was adopted with some modifications to construct the VAR model for the present study. The model thus had the following structure:
\[ \Delta Z_t = \mu + \sum_{i=1}^{p} \beta_i \Delta Z_{t-i} + \epsilon_t \] (3)

where:

\( Z_t = \) The vector of time-series variables (RGDP, RC, RG, RI, RX, RM, GWGDP); called a column vector or vector matrix.

\( \Delta = \) The first difference operator.

\( \mu = \) Constant term.

\( \beta_i = \) A matrix of VAR parameters (estimated coefficients) with lags i.

\( \epsilon_t = \) The vector of error terms.

As noted above, all variables in the system should be in a stationary process. In addition, the number of lags in each equation should be the same (and equal to i).

To determine the lag length (p) of Z variables in the system of equations, two test procedures were utilised: (i) the Akaile information criterion (AIC) and (ii) the Schwarz information criterion (SIC), which is also known as the Schwarz Criterion (SC). Both the AIC and SC are based on the maximal value of likelihood function with an additional penalising factor related to the number of estimated parameters. The two criteria (AIC and SC) differ regarding the strength of the penalty associated with the increase in model parameters as a result of adding more lags. The rationale is to calculate the test criteria for different values of (p) and then to choose the value of (p) that corresponds to the smallest value.

The null hypothesis for the VAR model is that the estimated coefficients are zero. That is:

\[ H_0: \beta = 0 \] (that is, the variables are not co-integrated).

The alternative hypothesis is that at least one of the coefficients is non-zero. The null hypothesis involves coefficients from all equations. Because the VAR model applied in this study was an unrestricted VAR model, the coefficients in the model were estimated by testing each equation by Ordinary Least Square (OLS).

**Testing using Impulse Response Function (IRF):** Even though, the VAR model allows the data (rather than the econometrician) to determine the dynamic structure of a model, it is important to characterise its dynamic structure clearly. Therefore, the Impulse Response Function (IRF) was included in the analyses to show how shocks to any one variable filter through the model to affect every other variable and eventually feed back onto the original variable itself.

IRF was employed to determine how each endogenous variable responded over time to shock in that variable or in other endogenous variables. In fact (effect), the IRF traces the response of the endogenous variables to such shocks.

**Tests using Granger causality test:** The present study used an expanded version of the original test developed by Granger (1969). The Granger causality test in a bivariate regression and is expressed as follows:

\[ Y_t = \alpha_0 + \sum_{i=1}^{q} \phi_i Y_{t-i} + \sum_{i=1}^{p} \delta_i X_{t-i} + \epsilon_t \] (4)

\[ X_t = \beta_0 + \sum_{i=1}^{q} \pi_i X_{t-i} + \sum_{i=1}^{p} \lambda_i Y_{t-i} + \mu_t \] (5)

where:

\( \alpha, \beta = \) Constant terms;

\( \phi, \delta, \pi, \lambda = \) Estimated coefficients of lagged variables in the bivariate regression form.

p and q = The optimal lag of the series Y and X.

In this case, the null hypothesis is that the coefficients of the lagged Xs in equation Eq. 4 are jointly equal to zero (\( \delta_1 = \delta_2 = \ldots = \delta_q = 0 \)) and that the coefficients of the lagged Ys in equation Eq. 5 are jointly equal to zero (\( \lambda_1 = \lambda_2 = \ldots = \lambda_q = 0 \)).

If the null hypothesis is rejected using the F-test, this will constitute evidence that X Granger-causes Y in equation Eq. 4 and that Y Granger-causes X in equation Eq. 5. This procedure was used to test for Granger causality between exports and the rest of macroeconomic variables in the study.

**RESULTS AND DISCUSSION**

**Economy of Saudi Arabia:** In case of Saudi Arabia, the macro-economic trends were summarised from 1970 to 2005 (Fig. 1). The data indicates the movements in Real Gross Domestic Product (RGDP), Real Consumption (RC), Real Government Expenditure (RG), Real Investment (RI), Real Exports (RX) and Real Imports (RM) during this period. Although all economic variables showed a general tendency to increase but also showed fluctuation during the period under consideration. It was of interest to note that the exports (RX) and investment level (RI) both declined between 1982 and 1990 which can be attributed to crises in oil markets during the 1980s and somewhat is also associated to the political upheaval in the region at that time. However, the trends in these variables showed positive movements in the 1990s. Furthermore, despite some fluctuations, the Real Private Consumption (RC) and Real Government Expenditure (RG)
showed an overall increase during the period from 1970 to 2005. Given these trends, it is of interest that the real GDP (RGDP) did not follow the trends that might have been expected. In particular, the RGDP demonstrated a general upward trend from 1970 to 2005 except the period between 1980 and 1986. This raised an interesting question about the effect of exports on economic growth in Saudi Arabia, especially when the Saudi economy is known for its dependence on export revenues.

The trends identified for different economic variables in Fig. 1 indicate that any useful analysis of the complex relationship between exports and economic growth in the Saudi context must apply advanced econometric techniques. Most of the empirical studies for the relationship between exports and economic growth used old econometric methodologies such as single-equation Ordinary Least Squares (OLS) (Balassa, 1978a), co-integration (Jin and Yu, 1996) and Granger-causality procedures (Jung and Marshall, 1985). However, to avoid the misleading results that can be obtained from these econometric techniques, more recent studies have applied Vector Auto-Regression (VAR) to study the co-integration of macroeconomic factors.

Stationarity tests: The Dickey-Fuller (DF) test and the Phillips-Perron (PP) test were applied to test each variable for stationarity (including constant without trend and constant with trend) (Table 1).

The results indicate that the null hypothesis proposing non-stationarity of unit roots in the time series could not be rejected in both constant with trend and constant without trend for all variables except GWGDP (Table 1). This last variable was, therefore, the only variable to have no stochastic trend at level the null
Table 1: Results of unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF test</th>
<th>FF test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant without trend</td>
<td>Constant with trend</td>
</tr>
<tr>
<td>Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGDP</td>
<td>-1.5098</td>
<td>-2.6091</td>
</tr>
<tr>
<td>RC</td>
<td>-1.8927</td>
<td>-0.0565</td>
</tr>
<tr>
<td>RG</td>
<td>-1.7284</td>
<td>-2.1334</td>
</tr>
<tr>
<td>RI</td>
<td>-2.5621</td>
<td>-2.6579</td>
</tr>
<tr>
<td>RX</td>
<td>-1.2574</td>
<td>-1.4212</td>
</tr>
<tr>
<td>KM</td>
<td>-2.5391</td>
<td>-2.5398</td>
</tr>
<tr>
<td>GWGDP</td>
<td>-2.9340***</td>
<td>-5.7409*</td>
</tr>
<tr>
<td>First difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGDP</td>
<td>-3.6046*</td>
<td>-3.5594**</td>
</tr>
<tr>
<td>RC</td>
<td>-4.9270*</td>
<td>-4.4474*</td>
</tr>
<tr>
<td>RG</td>
<td>-6.4612*</td>
<td>-6.5939*</td>
</tr>
<tr>
<td>RI</td>
<td>-4.7645*</td>
<td>-4.7820**</td>
</tr>
<tr>
<td>RX</td>
<td>-4.7721*</td>
<td>-3.2188***</td>
</tr>
<tr>
<td>RM</td>
<td>-4.0900*</td>
<td>-4.9240*</td>
</tr>
</tbody>
</table>

The lag length is based on SIC. *, ** and *** imply that we can reject the null hypothesis that the time series has a stochastic trend or contain a unit root at 1.5 and 10% significance level, respectively.

Table 2: Results of estimated Vector Auto-Regression (VAR) model

<table>
<thead>
<tr>
<th>Variables</th>
<th>ΔRGDP</th>
<th>ΔRG</th>
<th>ΔRG</th>
<th>ΔRI</th>
<th>ΔRX</th>
<th>ΔRM</th>
<th>ΔGWGDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔRGDP</td>
<td>0.8835</td>
<td>0.0200</td>
<td>0.0979</td>
<td>0.2274</td>
<td>1.2251</td>
<td>-0.0055</td>
<td>0.0050</td>
</tr>
<tr>
<td>ΔRGDP_2</td>
<td>0.0563</td>
<td>0.2549</td>
<td>0.3070</td>
<td>0.1144</td>
<td>-0.2621</td>
<td>0.0875</td>
<td>-0.0506</td>
</tr>
<tr>
<td>ΔRG</td>
<td>-0.8671</td>
<td>0.3927</td>
<td>-0.2121</td>
<td>-0.2342</td>
<td>-1.6000</td>
<td>-0.0498</td>
<td>-0.0423</td>
</tr>
<tr>
<td>ΔRG_2</td>
<td>0.6232</td>
<td>0.2460</td>
<td>-0.0111</td>
<td>-0.0998</td>
<td>0.1852</td>
<td>-0.0518</td>
<td>0.0311</td>
</tr>
<tr>
<td>ΔRG_3</td>
<td>0.0452</td>
<td>-0.0420</td>
<td>0.6096</td>
<td>-0.0256</td>
<td>0.5249</td>
<td>0.0838</td>
<td>0.0040</td>
</tr>
<tr>
<td>ΔRG_4</td>
<td>0.5992</td>
<td>-0.3249</td>
<td>-0.3002</td>
<td>-0.2502</td>
<td>0.5249</td>
<td>0.0838</td>
<td>0.0040</td>
</tr>
<tr>
<td>ΔRG_5</td>
<td>0.9364</td>
<td>-0.0671</td>
<td>-0.3769</td>
<td>0.5157</td>
<td>-0.3079</td>
<td>-0.0701</td>
<td>-0.0009</td>
</tr>
<tr>
<td>ΔRG_6</td>
<td>-0.8735</td>
<td>-0.7652</td>
<td>-0.4078</td>
<td>-0.4679</td>
<td>0.6178</td>
<td>-0.0473</td>
<td>0.0274</td>
</tr>
<tr>
<td>ΔRG_7</td>
<td>0.1662</td>
<td>-0.1697</td>
<td>-0.0765</td>
<td>-0.1602</td>
<td>0.0392</td>
<td>0.0206</td>
<td>-0.0436</td>
</tr>
<tr>
<td>ΔRG_8</td>
<td>-0.2070</td>
<td>-0.0297</td>
<td>-0.3121</td>
<td>-0.0989</td>
<td>-0.4760</td>
<td>0.0213</td>
<td>0.0347</td>
</tr>
<tr>
<td>ΔRM</td>
<td>-0.2562</td>
<td>0.4023</td>
<td>0.2496</td>
<td>0.1758</td>
<td>0.2305</td>
<td>0.8707</td>
<td>0.0164</td>
</tr>
<tr>
<td>ΔRM_2</td>
<td>0.1091</td>
<td>0.3256</td>
<td>0.2373</td>
<td>0.2378</td>
<td>-0.3211</td>
<td>-0.1304</td>
<td>-0.0832</td>
</tr>
<tr>
<td>ΔRM_5</td>
<td>0.9790</td>
<td>0.9670</td>
<td>0.9220</td>
<td>0.8930</td>
<td>0.8600</td>
<td>0.8320</td>
<td>0.0900</td>
</tr>
<tr>
<td>ΔRM_6</td>
<td>0.9640</td>
<td>0.9480</td>
<td>0.8640</td>
<td>0.8150</td>
<td>0.6540</td>
<td>0.7000</td>
<td>0.6880</td>
</tr>
</tbody>
</table>

F-statistics: 23.4620, 23.7560, 24.7150

The above table includes the estimated coefficients in the system of VAR model (system of equations). The lag length in the VAR model is based on the AIC and SIC criteria (# of lag is 2). No. in square brackets represents probability values, No. in parenthesis for LM test represents the number of lag. No. in parenthesis for tests of normality represent the number of components.

hypothesis can therefore be rejected for this variable at the 1% significance level. The tests were, therefore, applied again at first difference for all variables those were found to be non-stationary at level. (GWGDP was excluded from these tests at first difference because it had previously been found to be stationary at level). The results indicate that the null hypothesis (proposing non-stationarity of unit roots in the time series) should be rejected at first difference (Table 1). This implies that all variables in Table 1 had one order of integration [I (1)] whereas the variable of GWGDP had zero order of integration [I (0)].

VAR tests: Having established stationarity for the macroeconomic variables at first difference (except for GWGDP, which showed stationarity at level), it was then possible to conduct the test of co-integration for long-term equilibrium by applying the VAR model (Table 2).

The Table 2 indicates that lag length in the system was two (based on the AIC and SIC criteria). The overall results for goodness of fit (calculated by $R^2$ and adjusted-$R^2$) indicate that the estimated regressions were mostly explained by the independent variables on the right side of the equations. In addition, the F-test indicates that the null hypothesis (proposing no co-integration among macroeconomic variables) should be rejected at the 5% significance level which means that long-term equilibrium exists among all the variables. It is apparent that a steady state can be reached in the long term.
In addition, specification tests for the VAR model were conducted (as shown in the lower part of Table 2). The test for residual autocorrelation (using two lags) indicated that the null hypothesis (proposing serial correlation in the VAR system) should be rejected on the basis of the LM test which implies that the VAR model was robust. However, on the basis of normality tests such as skewness, kurtosis and Jarque-Bera (J-B), the null hypothesis (proposing normality distribution errors) could not be rejected. Normality distribution errors in the system could have been caused by outliers in the VAR model especially in RGDP, RG, RI and RX in the late 1970s, mid 1980s and early 1990s. The outliers that arose during the period 1970 to 2005, which can be identified by checking the figure of first difference of each variable, can be attributed to such factors as the high oil prices in the 1970s and the wars in the region in the 1980s and early 1990s (which caused significant variation in the series).

The Johansen co-integration test was used to confirm the existence of export-led GDP increase in Saudi Arabia. The test included the variables of RGDP, RX and RM. The null hypothesis (proposing no co-integration) was tested by checking the trace and maxeigen statistics (Table 3).

The results indicate that the null hypothesis (proposing no co-integration) should be rejected at the 5% significance level. This supports the above findings of the existence of a long-term equilibrium relationship between exports and GDP in Saudi Arabia.

IRF tests: For the purposes of the IRF analysis, a response in a variable was defined as being a reaction of at least one standard deviation. The results of IRF analysis are shown in Fig. 2 and the following results were apparent (note: D indicates the first difference in the variable):

- Shock to DRGDP elicited no response from DRX.
- Shock to DRX elicited a positive response from DRGDP.
- Shock to DRC elicited a positive response from DRG.
- Shock to DRI elicited a positive response from DRG.
- Shock to GWGDP elicited a positive response from DRGDP.
- Shock to DRM elicited a positive response from DRG.
- Shock to GWGDP elicited a positive response from DRG.

Figure 2 demonstrate that the positive responses expired after 2-4 years. The analysis shows that changes in all variables approach zero as the effects of the shock dampen out. This finding indicates that there is a significant relationship between exports and economic growth in Saudi Arabia.

Granger-causality tests: Given that all variables in a causality analysis should have the same order of integration, the variable of GWGDP was excluded from the Granger-causality analysis because this variable had a different order of integration [I (0)] from the other variables. The Granger-causality test was then conducted on all other variables using the real level of data from the time series.

The null hypotheses for these tests can be formulated as follows:

- RX does not Granger-cause RGDP and vice versa.
- RX does not Granger-cause RC and vice versa.
- RX does not Granger-cause RO and vice versa.
- RX does not Granger-cause RI and vice versa.
- RX does not Granger-cause RM and vice versa.

Table 4 shows that the first null hypothesis (proposing that exports do not Granger-cause gross domestic product) should be rejected at the 5% significance level; however, the converse of the null hypothesis (proposing that gross domestic exports do not Granger-cause exports) could not be rejected.

The results also show that the second null hypothesis (proposing that exports do not Granger-cause consumption) should also be rejected at the 5% significance level; however, the converse of the null hypothesis (proposing that consumption does not Granger causes exports) could not be rejected. The third null hypothesis (proposing that exports do not Granger-cause government expenditure) could not be rejected; similarly, the converse of the null hypothesis (proposing that expenditure does not Granger cause exports) could also not be rejected.
The results also show that the fourth null hypothesis (proposing that exports do not Granger-cause investment) should be rejected at the 5% percent level; however, the converse of the null hypothesis (proposing that investment does not Granger-cause exports) could not be rejected.

Finally, the fifth null hypothesis (proposing that exports do not Granger-cause imports) should be rejected at the 1% significance level; however, the converse of the null hypothesis (proposing that imports do not Granger-cause exports) could not be rejected.
Table 4: Results of Granger-causality tests

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Obs</th>
<th>E-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>RX does not Granger cause GDP</td>
<td>34</td>
<td>5.24/06</td>
<td>0.0141</td>
</tr>
<tr>
<td>RGDP does not Granger cause RX</td>
<td>34</td>
<td>2.15/83</td>
<td>0.13369</td>
</tr>
<tr>
<td>RX does not Granger cause RC</td>
<td>34</td>
<td>3.84/57</td>
<td>0.03100</td>
</tr>
<tr>
<td>RC does not Granger cause</td>
<td>RX</td>
<td>2.07/56</td>
<td>0.14373</td>
</tr>
<tr>
<td>RX does not Granger cause RM</td>
<td>34</td>
<td>0.77/98</td>
<td>0.46779</td>
</tr>
<tr>
<td>RG does not Granger cause RM</td>
<td>RX</td>
<td>0.91/51</td>
<td>0.41157</td>
</tr>
<tr>
<td>RX does not Granger cause RI</td>
<td>34</td>
<td>3.53/27</td>
<td>0.04236</td>
</tr>
<tr>
<td>RI does not Granger cause</td>
<td>RX</td>
<td>0.31/80</td>
<td>0.73383</td>
</tr>
<tr>
<td>RM does not Granger cause RX</td>
<td>34</td>
<td>0.83/98</td>
<td>0.44573</td>
</tr>
<tr>
<td>RX does not Granger cause RM</td>
<td>RM</td>
<td>3.01/30</td>
<td>0.06473</td>
</tr>
</tbody>
</table>

The above tests include the Granger-causality between real exports (RX) and the following economic factors: RGDP = Real gross domestic product, RC = Real consumption, RG = Real government expenditure, RI = Real investment, RM = Real imports, GWGDP = Growth of world gross domestic product. The Granger causality test was not included in the Granger causality test because the GWGDP factor does not have the same order of integration as other economic factors in the study.

The overall results from Table 4 provided an evidence that the exports have a strong relationship with economic growth in Saudi Arabia. This supports the proposition that the export sector plays a major role in the overall development and economic growth of the country. In addition, because the causality analysis showed that the exports have a positive impact on most other aspects of economic activity, the results of the present study also indicate that the export sector is a significant component in the growth of other economic sectors in Saudi Arabia.

CONCLUSIONS

The effect of exports on economic growth remains a controversial issue among economists. In an attempt to clarify some of the issues involved, the present study investigated the relationship between exports and economic growth in Saudi Arabia. By applying the modern econometric techniques, the study was able to identify important aspects of the long-term relationship between these variables from 1970 to 2005. The VAR model consisting of a system of seven equations provided support for the proposition that exports have led economic growth in Saudi Arabia. The results also indicate co-integrations between exports and economic growth, thus implying that a steady state can be reached in the long term. The Impulse Response Function (IRF) analysis indicated that shock in real exports generates significant responses in real gross domestic product in Saudi Arabia. Finally, the causality tests show that exports Granger-cause economic growth.

In summary, the results of this study supports the proposition that the export sector plays a major role in economic growth in Saudi Arabia and that this sector leads growth in other economic activities in the long term.
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