A Theoretical Approach to Applicability of Artificial Neural Networks for Seismic Velocity Analysis
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Abstract: In this study, different synthetic earth models have been developed for providing as accurate as possible mapping between inputs and outputs. The input parameters were seismic travel times fed to input layer of ANN and the output parameters were interval velocity and structural dip fed to output layer of ANN. After training the so structured ANN the generalization ability of ANN can create desirable outputs for new input patterns. As dipping layered structures has more occurrences in nature and in subsurface of earth (like anticline shapes of hydrocarbon traps), therefore obtaining an accurate initial velocity model for dipping structures as well as dip values of each layer is an important part of later seismic imaging procedures especially in areas with little or no initial geological information available.
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INTRODUCTION

The need for more reliable estimation of characteristics of geological structures based on seismic interpretation especially in oil and gas fields is of growing concern. Therefore the level of accuracy of the characterization can have an economically significant role in many countries. Accuracy of seismic interpretation depends upon factors including but not limited to the quality of the data as well as complexity of the given geological structure. Velocity analysis as the basis of seismic processing can considerably be affected by these factors. In recent years many velocity analysis techniques have been applied by geophysicists. All these techniques seem to be accurate in many cases yet associated with some difficulties.

Some of the errors which affect the accuracy of the velocity models are recognized to be originating from the existence of noise, direct impact of interpreter and complexity of geological structures (Roeth and Tarantola, 1994). In some methods like iterative migration velocity analysis the direct interference of the interpreter is required in every stage of the process (Al-Yahya, 1989). Furthermore experience based interpretation requires initial geological information (Bradley, 2003).

The common method for seismic velocity analysis comprises computation of the observed arrival times for a given model to be transferred on seismic sections. If the predicted hyperbolae match with the observed ones, then the velocity model is considered to be correct. Otherwise, it is required to change the model until a proper fit between the observed and the computed hyperbolae is achieved (Yilmaz, 1987). This analysis does not always result in an accurate estimation of velocity model.

The inversion methods are based on obtaining the velocity model (parameters) using the observations (reflection travel times), whereas the forward methods produce the seismograms according to a velocity model. Forward methods are numerically simple while inversion methods are associated with much higher complexity regarding to given unknown parameters. Inverse modeling requires time consuming numerical methods to be employed. To minimize or eliminate errors associated with velocity modeling, application of different approaches other than the conventional techniques seems to be a reasonable try. Among these methods is the Artificial Neural Networks (ANN) which has shown to be of relative applicability. During the last twenty years ANN’s have matured to be practical tools in many areas of computing, such as pattern recognition, function approximation, system identification and control and data-analysis (Lampinen, 1997). In recent years there have been several cases of application of ANN’s to many geophysical aspects (Murat and Rudman, 1992; Dai and Mac Beth, 1997; Calderon-Macias et al., 1997; Wang and Mendel, 1992; Poulsen et al., 1992; Langer et al., 1996; Calderon-Macias et al., 1998; Calderon-Macias et al., 2000; Wu et al., 2000; Van der Baan and Jutten, 2000).

Some of the relevant applications of ANN in velocity modeling are found in the literature as follows:
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ANNs have the ability to map a space which is called input space to another one which is called output space. ANNs can be trained so that they can compute desired output patterns according to input patterns. The characteristic of this technique which makes it outstanding for solving inversion problems is that ANNs not only can compute output patterns for known input patterns but also for unknown ones it can calculate the accurate outputs which is based on extrapolation. This property is called generalization. Neural Networks are dynamic systems which contain many simple processing units. Each of these units is called neuron.

The most popular neural network architecture is the multilayer feed-forward network of sigmoidal computing units (Lampinen, 1997). This study is based on application of multilayered ANNs which contains an input layer, a hidden layer and an output layer. Information flows from input to hidden and then through output layer. Multilayered ANN in which information flows forward from input layer to output layer is called multilayered feed-forward ANN. Connections are only between adjacent layers and there is no connection between neurons in the same layer (Fundamentals of Back-propagation Algorithm, HELP Topic of MATLAB 7.0).

A neuron is a simple processing node which calculates the output \( O \) according to an input \( I \). The value of input \( I \) for neuron \( i \) outside of input layer is the weighted sum of all outputs of neurons in previous layers (Eq. 1).

\[
I_i = \sum_{j} W_{ij} O_j
\]

The value of output is calculated according to a sigmoidal threshold function as follows (Eq. 2):

\[
O_i = \frac{1}{1 + \exp(-I_i)}
\]

As the structure and the rules of feed-forward flow are defined, the network should go under training. The structure and output function do not change during training. Therefore training comprises the process of initializing the weights \( W \) (which are the only free parameters in network and are also the connection between neurons) so that the error between the computed output and the desired output for all samples is minimized. Therefore minimization of error between calculated output \( O_{\text{calc}} \) and desired output \( O_{\text{des}} \) for all \( \alpha \) samples is a
standard optimization problem which is called the back propagation of errors into the network. For error minimization, the least squares equation has been selected as a basic equation (Eq. 3):

\[ M(W) = \sum_{\alpha} \sum_i (C^{\text{old}}_{\alpha i} - C^{\text{new}}_{\alpha i})^2 \]  

(3)

Where:
- \( \alpha \) = Runs over number of samples
- \( I \) = Runs over number of outputs.

The least squares optimization problem can be solved using different methods. Among these methods, quasi-Newton algorithm is found to be appropriate. In optimization mathematics this method is a well known algorithm for finding local maxima and local minima of functions like Newton’s method but it approximate the inverse Hessian matrix for accelerating the iteration. BFGS method is one of the most popular quasi-Newton algorithms. In mathematics, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is a method to solve an unconstrained nonlinear optimization problem.

The principal idea of the method is to construct an approximate Hessian matrix of second derivatives of the function to be minimized, by analyzing successive gradient vectors. This approximation of the function’s derivatives allows the application of a quasi-Newton fitting method in order to move towards the minimum in the parameter space. The advantage of using quasi-Newton algorithm is its rapid convergence and consequently reduced time and costs of computation (Faster Training. Help topic, MATLAB 7.0). This algorithm is also suitable for function approximation (modeling).

When the weights corresponding to the minimum errors have been calculated and desired outputs for all samples have been obtained, the network is considered to be trained and training stage is stopped. This network can be applied for mapping input space into output space which in this study are considered to be picked travel times (R inputs) and corresponding velocity and dip respectively (\( \alpha \) output) (Fig. 1). In Fig. 1 an elementary neuron with R inputs is shown. Each input is weighted with an appropriate \( w \). The sum of the weighted inputs and the bias forms the input to the transfer function \( f \). Neurons may use any differentiable any transfer function \( f \) to generate their output.

After training (i.e., minimization of errors) the network should be tested against known inputs. The ANN response to these known inputs is evaluated in terms of accuracy of the simulation. Afterwards the ANN is ready for generalization which basically deals with introduction of unknown input values. However, this set of input data can already have a corresponding set of known outputs which can be compared to ANN response. The overall ANN procedure is described in Fig. 2.

**Synthetic data generation:** A number of dipping layer earth models were considered to be the case in this study. These include the following dipping layered models, the presumed characteristics of which are summarized in Table 1:

- One dipping layer.
- Three dipping layers with the same dip and same direction.
- Three dipping layers with the different dips and same direction.
- Two dipping layers with the same dips and different direction.

Considering the assumed data as described in Table 1, corresponding travel times were calculated by a forward modeling scheme using RAYINVNR software (Zelt and Smith, 1992; Zelt, 1993). These corresponding data sets (i.e., two way travel times as input and velocity
Table 1: Characteristics of the dipping layered models employed for the ANN application

<table>
<thead>
<tr>
<th>Model</th>
<th>Velocity (km sec(^{-1})) Min</th>
<th>Max</th>
<th>Depth (km) Min</th>
<th>Max</th>
<th>Dip (Degrees) Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Up-(dip)</td>
<td>2.30</td>
<td>3.65</td>
<td>0.10</td>
<td>0.40</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>0.62</td>
<td>5.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) Up-(dip)</td>
<td>1.50</td>
<td>1.50</td>
<td>0.30</td>
<td>0.60</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>0.82</td>
<td>6.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-(dip)</td>
<td>1.60</td>
<td>1.96</td>
<td>0.50</td>
<td>0.80</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>1.02</td>
<td>6.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-(dip)</td>
<td>1.80</td>
<td>2.52</td>
<td>0.75</td>
<td>1.05</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>1.27</td>
<td>6.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) Up-(dip)</td>
<td>1.50</td>
<td>1.50</td>
<td>0.30</td>
<td>0.60</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>0.82</td>
<td>6.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-(dip)</td>
<td>1.60</td>
<td>1.96</td>
<td>0.50</td>
<td>0.80</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>1.81</td>
<td>7.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-(dip)</td>
<td>1.80</td>
<td>2.52</td>
<td>0.75</td>
<td>1.05</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>2.59</td>
<td>8.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) Up-(dip)</td>
<td>1.50</td>
<td>1.50</td>
<td>0.30</td>
<td>0.60</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>1.82</td>
<td>2.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-(dip)</td>
<td>1.60</td>
<td>2.96</td>
<td>1.32</td>
<td>3.20</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Down-(dip)</td>
<td>1.84</td>
<td>5.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and dip as output) were fed to ANN in order to train the networks. The task of the feed forward ANN is to map Common Midpoint (CMP) gathers at control locations along a 2-D seismic line into seismic velocities within predefined velocity search limits (Calderon-Macias et al., 1998). Afterwards the ANN was tested using part of these data sets. As the final steps, inverse modeling was performed using the trained and tested ANN. This procedure (i.e. generalization) calculates the model characteristics (velocity and dip) corresponding to unknown input travel times. The overall procedure of the study is broken down into two main stages as described in Fig. 3 and 4.

The performance goal for all ANN applications was set to 10\(\times\)10\(^{-5}\). In other words, the generalization performance is considered accurate for different models, when this goal (performance goal error) is achieved.

The networks used for the four earth models consisted of three layers (i.e. input, hidden and output layers) with different number of neurons in each layer. Determination of number of hidden layers and associated neurons in ANN structure is usually done based on experience in accordance with the nature of the given problem. However in this study, one hidden layer was assumed to be sufficient for the function approximation application. The number of neurons in the three layers of ANN structure based on which the number of samples required for training were determined are summarized in Table 2. For all the samples, different number of geophones was considered while the spacing between the geophones was set to 0.1 km. The maximum horizontal offset was set to 3.6 km for a sample CMP gather with 16 traces.

RESULTS AND DISCUSSION

To evaluate the performance of the ANN for the four differently layered dipping earth models, the critical parameters were examined. These include; number of iterations, performance function values in the training stage as well as errors in velocity and dip calculations in generalization stage. The number of iterations can be of importance in terms of the time required for training. In case of real and complicated earth models, the required time of computation may have an influence on the applicability of the analysis method.

More importantly, the errors between the calculated and desired values of velocity and dip in the generalization stage of ANN application can be used for evaluation of the accuracy of the determinations. Accordingly, these error values were calculated for the four earth models, the results of which are presented in Table 3.

**One dipping layer:** Application of ANN to dipping layers is considered a first attempt in inversion of seismic data since the previous studies were found to be based on flat reflectors to the extent reviewed.

![Fig. 3: Procedure flowchart employed for forward modeling](image1)

![Fig. 4: Procedure flowchart employed for inverse modeling](image2)

![Table 2: Characteristics of the training structure of the ANN](image3)
Table 3: The results of error values obtained for four earth models

<table>
<thead>
<tr>
<th>Model No.</th>
<th>No of iterations</th>
<th>Performance function</th>
<th>Generalization error values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Velocity (km sec(^{-1}))</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>1</td>
<td>4000</td>
<td>0.00179064</td>
<td>0.063185</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.00537</td>
</tr>
<tr>
<td>2</td>
<td>4000</td>
<td>0.000146351</td>
<td>0.048880</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.112470</td>
</tr>
<tr>
<td>3</td>
<td>4000</td>
<td>5.25489e-005</td>
<td>0.007340</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.031996</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.091290</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8e-05</td>
</tr>
<tr>
<td>4</td>
<td>4000</td>
<td>1.003863e-005</td>
<td>0.036600</td>
</tr>
</tbody>
</table>

For this model we calculated 790 data sets with different velocities and dips. The CMP gathers have been provided for these 790 samples with 0.1 km receiver separation for 16 geophone position according to source location. Therefore the maximum offset for the last geophone is 3.6 km in each CMP gather. The maximum x (i.e., horizontal) coordinate for velocity model was considered to be 15 km. The travel times were computed for each receiver position at different depths and velocities according to the dip of this layer. The convolved seismic trace corresponded to a Ricker wavelet. The only parameter of importance were considered to be the travel time, therefore each reflection was assigned one unit amplitude. After computing travel times for 790 examples (using CMP gather) the ANN was structured.

In this example the total number of weights or connection between neurons is determined to be (16x10)+(10x2)=180 between the different layers of neural network. For this network at least 360 data (i.e., 270 data for training and 90 data for testing and generalization) were needed.

After training the ANN with quasi-Newton training algorithm for 715 examples, the results were obtained in (Fig. 5-7). The velocities were normalized to 3.7 km sec\(^{-1}\) and the dips to 20 degrees. After 4000 iterations the performance function was stabilized at 0.00179084 in (Fig. 5). Although the performance function is about two orders of magnitude greater than the preset performance goal (i.e., 1e-005), the results seemed to be satisfactory and accurate. The calculated velocity for 77 data sets versus desired velocities that were not included in training procedure is presented in (Fig. 6). The generalization capability of ANN shows that the calculated velocity for these examples is fair enough compared with desired velocity for these unknown data sets.

The maximum error between desired and calculated velocity is 0.063185 km sec\(^{-1}\) and the negative maximum error is -0.04478 km sec\(^{-1}\). The average error between desired and calculated velocity is -0.0017 km sec\(^{-1}\). Accordingly, it can be concluded that the ANN has been adequately trained. The dip calculation by ANN also shows fairly acceptable errors for these 77 data samples as described in (Fig. 7). The maximum and negative maximum errors between desired and calculated dips were 3.4728° and -2.8186°, respectively. The average error shows that the dip is also calculated accurately for this one dipping layer earth model.
Three dipping layers with the same dip and same direction: The second approach in this study was considered to be three dipping layers reflectors with same dip. The first layer's velocity was set constant (i.e., 1.5 km sec$^{-1}$) but the velocities of the second and third layers varied between 1.6 and 2.52 (km sec$^{-1}$). All layers have the same dip starting from 2° to 20°. For this geological model we calculated 770 data sets with different velocities, depths and dips. The CMP gathers have been provided for these 770 samples with 0.1 km receiver separation for 6 geophone position according to source location. The maximum offset is 15 km. Different synthetic seismograms for these earth models simulate CMP gathers with 8 traces. The convolved seismic trace corresponds to a Ricker wavelet with a central frequency of 22 Hz. It is worth noting that again as the only parameter which is important is travel times data so that each reflection is assigned unit amplitude.

After computing travel times for 770 examples (using CMP gather) it is time to build the neural network structure.

The feed-forward Neural network consists of three layers (input, output and hidden layers). The input layer has 24 neurons (8 traces for each layer), the output layer has 4 neurons (velocities for each layer and a constant dip for three layers) and the hidden layer consists of 12 neurons. In this example the weights or connection between neurons is $24 \times 12 + (12 \times 4) = 336$ connection between the different layers of neural network. For this network we need approximately 720 data (540 data for training and 180 data for testing and generalization). First we trained our network with quasi-Newton training algorithm for 688 examples. The velocities are normalized to 3 km sec$^{-1}$ and the dips to 20°. After 4000 iterations the performance function received down to 0.00014635 which is not so close to the goal (1e-005) as it can be seen in (Fig. 8). As we mentioned earlier it is better to use more data for training for getting better results in generalization procedure. Therefore we used maximum amount of the data for training. The results of simulating the outputs for 77 new input patterns for velocity estimation is presented in (Fig. 9). The velocity calculation shows relatively high accuracy. The average velocity error is increasing (0.053295 km sec$^{-1}$) by increasing the number of layers. But this ANN is still well generalized and it can calculate the velocity values for new input patterns accurately. The desired dip versus calculated dip is presented in (Fig. 10). The average dip error between desired and calculated dip is not actually changing from first to third layer.

Three dipping layers with different dips and same direction: The third approach is to consider a geological model of three dipping layers with different dips but in the same direction. The velocity of first layer is constant (1.5 km sec$^{-1}$) and the velocities of second and third layers are varying between 1.60 and 2.52 km sec$^{-1}$ and dip
ranges from 2 to 25° as described in Table 1. For this geological section with such properties we calculated 770 data sets with different velocities, depths and dips. The CMP gathers have been provided for these 770 samples with 0.1 km receiver separation for 8 geophone position according to source location. The maximum x-coordinate is 15 km. The travel times were computed for each receiver position for different depths and different velocities according to dip of these layers. After computing travel times for 770 examples (using CMP gather) it is time to build the neural network structure.

The feed-forward Neural network consists of three layers (input, output and hidden layers). The input layer has 24 neurons (8 traces for each layer), the output layer has 6 neurons (velocity and dip values for three layers) and the hidden layer consists of 12 neurons. In this example the weights or connection between neurons is \((24 \times 12) + (12 \times 6) = 360\) connection between the different layers of neural network. For this network we need approximately 720 data (540 data for training and 180 data for testing and generalization). After constructing the ANN structure it is time to train the network with maximum amount of data available for training. We trained our network with quasi-Newton training algorithm for 693 examples. The velocities are normalized to 2.6 km sec\(^{-1}\) and the dips to 25°.

After 4000 iterations the performance function approached down to 5.25489e-005. The performance function is presented in (Fig. 11). For simulating the network for unknown data we generalize this network for 77 examples which have been excluded from the training procedure. The plot of desired velocity vs. calculated velocity is presented in (Fig. 12). The average error value for velocity estimation is going higher when the number of layers is increasing.

The results of calculated dips for 77 examples excluded from the training data is presented in (Fig. 13). This shows that the dip value has been calculated so well for the inputs that have been excluded from training procedure. The average error value for estimating dips for unknown input patterns is -0.11309 degrees which again it does not depend to the number of layers.
Two dipping layers with the same dips and different direction: The last approach considers two dipping layers with the same dip but in different direction. In this model the velocity of first layer is constant (1.5 km sec\(^{-1}\)) and the velocity of second layer is varying between 1.60 and 1.96 km sec\(^{-1}\). The depths are between 0.30 and 5.30 km. The dips vary between 2 and 8 degrees. For this geological section with such properties we calculated 572 data sets with different velocities, depths and dips. The CMP gathers have been provided for these 572 samples with 0.1 km receiver separation for 12 geophone position according to source location. The maximum x-coordinate is 15 km. The travel times can be computed for each receiver position for different models. After computing travel times for 572 examples (using CMP gather) it is time to build the neural network structure. The feed-forward Neural network consists of three layers (input, output and hidden layers). The input layer has 24 neurons (12 traces for each layer), the output layer has 4 neurons (velocity and dip values for two layers) and the hidden layer consists of 12 neurons. In this example the weights or connection between neurons is \((24\times12)+(12\times4) = 336\) connection between the different layers of neural network. For this network we need approximately 672 data (504 data for training and 168 data for testing and generalization).

After constructing the ANN structure we trained our network with quasi-Newton training algorithm for 506 examples. The velocities are normalized to 2 km sec\(^{-1}\) and the dips to 8 degrees. After 4000 iterations the performance function received down to 1.00663e-006 which is the same as our goal. The performance function is presented in (Fig. 14). The plot of desired velocity vs. calculated velocity is presented in (Fig. 15). The results of generalization of ANN for the same data for different dip values are presented in (Fig. 16). The dip value has been calculated so well for the inputs that have been excluded from training procedure. The average dip error is -0.009777 and 0.007096 for first and second layer, respectively. As the maximum offset with 0.1 km geophone separation is 1.2 km for 12 traces, therefore the error value in depth calculation for this offset is 0.0001486 km or 0.14 m.

Comparison to inversion algorithm: In order to asses the capability of the ANN methodology to conventional inversion analysis, the case of three dipping layers with different dips and same directions as described in previous section was compared to the results of RAYINVR program (Zelt, 1993). The comparison results described in (Fig. 17, 18) indicated that both the velocity and dip errors associated with RAYINVR program were significantly higher than those of ANN when the number of rays is not sufficient. Furthermore, the comparison showed that the errors of both velocity and dip increased with depth of the earth model. In other words, the highest errors were associated with the deepest layers of the sample earth model. However, the considerable increase of errors with depth of layers as calculated for RAYINVR program results was found to be far greater than that of ANN results. Accordingly it could be concluded that the
large number of data included in the training process of ANN provides a good correlation between the input and output data even for small number of rays (for example 8 traces for each layer), whereas the RAYINVR program requires a more accurate primary model obtained with ray tracing method in order to lead to better results.

CONCLUSION

After these different approaches it is obvious that the well trained neural networks not only can compute the right outputs for different input patterns but also can predict the right output patterns for inputs which were not included in training procedure. In more complicated cases such as dipping layers especially layers with different dips the neural network successfully predict reliable outputs for new as well as old values. These all synthetic models show that inversion of seismic data can be done for dipping reflectors with the use of ANN approach. Of course these results have been concluded from synthetic data and have to be verified using real seismic data. The real seismic data should cover the characteristics of these different synthetic models. A more reliable judgment on the applicability of neural networks to inversion of seismic data is expected that upon carrying out this part of the study where real field data is to be employed.

It is better to use different velocity gradients instead of constant interval velocity values for each layer.

REFERENCES


