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Abstract: This study proposes Ant Colony Optimization (ACO) algorithms approach to determine the connection weights for Artificial Neural Networks (ANNs) and predict the stock price index. Earlier research proposed many varied models of ANN for the method of training the network, feature subset selection and topology optimization. In most of these studies, the optimum weights are not used to improve the learning algorithm. In this study, ACO algorithm is employed not only to improve the learning algorithm, but also to reduce the complexity in feature space. The ACO algorithm optimizes the connection weights between layers in neural network. This method decreases the limitations of the gradient descent algorithm. Experimental results show that ACO algorithm approach to the optimum model in compare to the other conventional models.
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INTRODUCTION

Predicting the stock price index is not a simple task. Atienza et al. (2000) has been used different techniques in the trading community to predict the tasks. In recent years the concept of neural networks has emerged as one of them.

Among them, there are many studies using data mining techniques including Artificial Neural Networks (ANNs). A neural network is able to work parallel with input variables and consequently handle large sets of data swiftly. The principal strength with the network is its ability to find patterns and irregularities as well as detecting multi-dimensional non-linear connections in data. Zimmermann et al. (2000) proved that the latter quality is extremely useful for modeling dynamical systems.

Liu and Setiono (1996) showed that ANN had some limitations in learning the patterns because stock market data has tremendous noise and complex dimensionality. The ANN has preeminent learning ability while it is often confronted with inconsistent and unpredictable performance for noisy data. In addition, sometimes the amount of data is so large that the learning of patterns may not work well.

Many researchers are interested to reduce the data dimension. The reduction and transformation of the irrelevant or redundant data may shorten the running time and yield more generalized results (Zimmermann, 2003). This study proposes a new hybrid model of ANN and ACO algorithm to decrease the above limitations. This study uses ACO to search the optimal or near-optimal thresholds and searches the connection weights between layers in ANN.

Ant Colony Optimization (ACO) is a pattern solution for combinatorial optimization problems. Dorigo et al. (1991) and DiCaro and Dorigo (1998) presented the first algorithms which can be classified with in this framework and, since then, many diverse variants of the basic principle have been reported in the literature.

The characteristic of ACO algorithms is their explicit use of elements of previous solutions. In fact, they drive a constructive low-level solution. But including it in a population framework and randomizing the construction in a Monte Carlo way. A Monte Carlo combination of different solution elements is suggested also by Holland (1992), but in the case of ACO, the probability distribution is explicitly defined by previously obtained solution components.

In this study, an ANN model is proposed to predict Stock Price index. The connection weights in ANN are optimized using ACO. The simulation results show that the proposed model is more accurate and reliable.

ARTIFICIAL NEURAL NETWORK MODEL

Many ANN studies relied on the gradient descent algorithm to get the connection weights of the model. Sexton et al. (1998) pointed out that the gradient descent algorithm may perform poorly even on simple problems.
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Fig. 1: The artificial neuron with a threshold function

when predicting the holdout data. Their indication stems from the fact that back propagation is a local search algorithm and may tend to fall into a local minimum.

In mathematical terms the following equations gives a dense description of the neuron:

\[ y = \sum_{i=1}^{n} w_i u_i - \theta \]  
(1)

And

\[ z = \psi(y) \]  
(2)

where, \( y \) and \( \Psi \) are the net input and activation function respectively.

A simple diagram of a neural network is shown in Fig. 1. In neural computing almost exclusively three different types of activation functions are being used:

- The threshold function

\[ \psi(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases} \]  
(3)

- The piecewise linear function

\[ \psi(x) = \begin{cases} 1 & x \geq \frac{1}{2} \\ -1 < x < \frac{1}{2} \\ 0 & x \leq -\frac{1}{2} \end{cases} \]  
(4)

- Sigmoid function

\[ \psi(x) = \frac{1}{1 + e^{-\alpha x}} \]  
(5)

where, \( \alpha \) controls the slope.

**ANT COLONY OPTIMIZATION (ACO)**

Dorigo et al. (1996) simulate the behavior of real ants using ACO algorithms. They are based on the principle that using simple communication mechanisms, an ant group is able to find the shortest path between any two points. During their trips, a chemical trail (pheromone) is left on the ground. The pheromone guides other ants toward the target point. For one ant, the path is chosen according to the quantity of pheromone. The pheromone evaporates over time. If many ants choose a certain path and lay down pheromones, the quantity of the trail increases and thus, this trail attracts more and more ants. The artificial ants simulate the transitions from one point to another point, according to the improved version of ACO, namely the Max-Min AS (MMAS) algorithm presented by Stutzle and Hoos (1998), as follows:

The search space of the ant colony has been shown in Fig. 2. The ant \( k \) maintains a black list \( (N^k) \) in memory that defines the set of points still to be visited when it is at point \( r \). The ant chooses to go from point \( r \) to point \( s \) during a tour with a probability given by Stutzle and Hoos (1998).

\[ p(r,s) = \frac{\gamma(r,s)}{\sum_{l \in N^k} \gamma(r,l)} \]  
(6)

where, matrix represents the amount of the pheromone trail (pheromone intensity) between points \( r \) and \( s \).

Then, the pheromone trail on coupling is updated according to:

\[ \gamma(r,s) = \alpha \gamma(r,s) + \Delta \gamma(r,s) \]  
(7)

where, \( \alpha \) with \( 0 < \alpha < 1 \) is the persistence of the pheromone trail, so that \( (1-\alpha) \) to represent the evaporation and is the amount of pheromone that ant \( k \) puts on the trail. The
pheromone update \( \Delta y(t, s) \) reflects the desirability of the trail \((r, s)\), such as shorter distance, better performance, etc., depending on the application problem. Since, the best tour is unknown initially, an ant needs to select a trail randomly and deposits pheromone in the trail, where the amount of pheromone will depend upon the pheromone update rule. The randomness implies that pheromone is deposited in all possible trails, not just in the best trail. The trail with favorable update, however, increases the pheromone intensity more than other trails. After all ants have completed their tours, global pheromone is updated in the trails of the ant with the best tour executed. In the next section, the MMAS algorithm is extended and modified to find optimal or near optimal connection weights and thresholds in the ANN.

**ANN OPTIMIZATION USING ACO ALGORITHM**

Many fund managers and investors in the stock market generally accept and use certain criteria for technical indicators as the signal of future market trends. Even if a feature represents a continuous measure, the experts usually interpret the values in qualitative terms such as low, medium and high. The reasoning process of ANN may be like that of the human experts. The decreased data can simplify the process of learning and may improve the learned results because it may effectively reduce the noisy and redundant data. The block diagram of the back propagation neural network (BPLT) is shown in Fig. 3.

This study proposes the optimized thresholds based on ACO algorithm may find optimal or near-optimal thresholds for maximum predictive performance because ACO searches the optimal or near-optimal parameters to maximize the fitness function.

The block diagram of ant colony optimization of ANN is shown in Fig. 4. The optimization algorithm consists of three phases. In the first phase, ACO searches optimal or near optimal connection weights and thresholds. The connection weights and the thresholds are initialized into random values before the search process. This study needs three sets of parameters. The first set is the set of connection weights between the input layer and the hidden layer of the network. The second set is the set of connection weights between the hidden layer and the output layer. As mentioned earlier, the above two sets may mitigate the limitation of the gradient descent algorithm. The third set represents the thresholds. A fully connected feed-forward network with one hidden layer and one output shown in Fig. 5.

**RESEARCH DATA AND EXPERIMENTS**

The research data used in this study is technical indicators and the direction of change in the daily Iran
Table 1: Technical parameter use for stock price prediction

<table>
<thead>
<tr>
<th>Parameter No.</th>
<th>Definition</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DOA&lt;sub&gt;α&lt;/sub&gt;[y(t)/MA&lt;sub&gt;α&lt;/sub&gt;[y(t)]]</td>
<td>Difference of averages in 30 day observational window and normalized with 30 days moving average</td>
</tr>
<tr>
<td>2</td>
<td>MA[ROC&lt;sub&gt;α&lt;/sub&gt;[y(t)]]</td>
<td>3 week rate of change, averaged with days moving average</td>
</tr>
<tr>
<td>3</td>
<td>y(t)/MA&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>5 days disparity</td>
</tr>
<tr>
<td>4</td>
<td>RSI&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>3 week relative strength index</td>
</tr>
<tr>
<td>5</td>
<td>σ&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>Monthly standard deviation</td>
</tr>
<tr>
<td>6</td>
<td>y(t)/MA&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>10 days disparity</td>
</tr>
<tr>
<td>7</td>
<td>William %RS&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>William indicator with 15 days window</td>
</tr>
<tr>
<td>8</td>
<td>DL&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td>Lagged historical value</td>
</tr>
<tr>
<td>9</td>
<td>DL&lt;sub&gt;α&lt;/sub&gt;[y(t-1)]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>DL&lt;sub&gt;α&lt;/sub&gt;[y(t-2)]</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>DL&lt;sub&gt;α&lt;/sub&gt;[y(t-3)]</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>DL&lt;sub&gt;α&lt;/sub&gt;[y(t-4)]</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>RDP&lt;sub&gt;α&lt;/sub&gt;[y(t)]</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>RDP&lt;sub&gt;α&lt;/sub&gt;[y(t-1)]</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>RDP&lt;sub&gt;α&lt;/sub&gt;[y(t-2)]</td>
<td>Stock index excess return</td>
</tr>
</tbody>
</table>

Stock Price Index (IRSPI). The total number of samples is 2428 trading days, from July 1995 to September 2009.

We select 15 technical parameters as feature subsets by the review of domain experts and previous researches. Table 1 shows the summary statistics for each feature which are presented by Abdullah and Ganapathy (2000) and Ramirez et al. (2004). This study compares linear transformation with the back propagation neural network (BPLT) to the linear transformation with ANN trained by ACO algorithm. In this study, linear transformation means the linear scaling of data into the range of 0.0-1.0.

Linear transformation is generally used to enhance the performance of ANN because most ANN models accept numeric data only in the range from 0-1 or 21-11.

Back propagation neural network (BPLT) uses the gradient descent algorithm to train the network. This is the conventional approach of earlier studies. The number of processing elements in the hidden layer is fixed at 12. This is like the number of feature subsets.

About 20% of the data is used for holdout and 80% for training. The training data is used to search the optimal or near-optimal parameters and is employed to evaluate the fitness function. The holdout data is used to test the results with the data that is not utilized to develop the model.

**SIMULATION RESULTS**

Linear transformation with the back propagation neural network (BPLT) and the linear transformation with ANN trained by ACO algorithm is simulated using Matlab software. Four auxiliary parameters have been defined to calculate the performance of each model. Table 2 shows these auxiliary parameters which are presented by Ramirez et al. (2004).

To compare the performance of the models, we calculate the below parameters:

\[
A = \frac{TP + TN}{TP + FP + TN + FN} \tag{8}
\]

\[
A = \frac{TP}{TP + FN} \tag{10}
\]

where, \(A\) is accuracy, \(P\) is precision and \(R\) is recall rate or sensitivity.

Two models are compared according to the methods of determining the connection weights and feature transformation. Figure 6 shows the average prediction accuracy of each model.

In Fig. 6, the optimized model has higher predictive accuracy than BPLT by 8% to 11% for the training data. It is a mistake to compare the prediction accuracy between the training data and holdout data. There is a wide difference between the training data and the holdout data for the two
models. Figure 7 shows the average predictive precision for BPLT and optimized ANN models. The optimized model has higher predictive precision than BPLT by 5-8% for the training data.

The simulation results show that optimized model with ant colony algorithm is more accurate and reliable. The performance of the optimized model in compare to conventional neural network models is higher by 9-13% for the training data.

CONCLUSION

In this research, a novel ANN model is proposed and simulated. The connection weights and thresholds are optimized with ant colony algorithm. The ACO searches for the optimal or near-optimal solutions of connection weights in the learning algorithm. The research data used in this study is technical indicators and the direction of change in the daily Iran Stock Price Index (IRSPI). Four auxiliary parameters were defined to calculate the performance of models. The performance of the optimized model is higher than BPLT and conventional models. The optimized model has higher prediction accuracy than BPLT by 8-11% for the training data.
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