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Abstract: Conjugate gradient methods play an important role in unconstrained optimization. Numerous studies and modifications have been devoted recently to improve this method. In this study a new conjugate gradient coefficient ($\beta_b$) is proposed by modifying the already proven Hestenes-Stiefel formula. In this new $\beta_b$, a new formula for the denominator is introduced and the numerator of the original Hestenes-Stiefel formula is retained. Numerical results based on the number of iterations by using exact line search have shown that this new formula of $\beta_b$ performs far better than the original Hestenes-Stiefel, and outperforms the other conjugate gradient methods. The numerical results also suggest that this method possesses global convergence properties.
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INTRODUCTION

The conjugate gradient methods (CG) are useful in finding the minimum value of function for unconstrained optimization. In general, the method has the following form:

$$\min_{x \in \mathbb{R}^n} f(x)$$

where, $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is continuously differentiable. The CG method is an iterative method of the form:

$$x_{k+1} = x_k + \sigma_k d_k, \quad k = 0, 1, 2, \ldots$$

where, $x_k$ is the current iterate point, is a stepsize and is the search direction.

The search direction, $d_k$ is defined by:

$$d_k = \begin{cases} 
- g_k & \text{if } k = 0 \\
- g_k + \beta_k d_{k-1} & \text{if } k \geq 1 
\end{cases}$$

where, $g_k$ is the gradient of $f(x)$ at the point $x_k$, $\beta_k \in \mathbb{R}$ is known as conjugate gradient coefficient. Some well known formulas are given as follows:

$$\beta_k^{cg} = \frac{g_k^T(g_k - g_{k-1})}{||g_{k-1}||^2}$$

$$\beta_k^{gi} = \frac{g_k^T(g_k - g_{k-1})}{(g_k - g_{k-1})^T d_{k-1}}$$

$$\beta_k^{gi} = \frac{g_k^T(g_k - g_{k-1})}{-d_{k-1}^T g_{k-1}}$$

$$\beta_k^{gi} = \frac{g_k^T g_{k-1}}{(g_k - g_{k-1})^T d_{k-1}}$$

where, $g_k$ and $g_{k-1}$ are the gradients of $f(x)$ at the point $x_k$ and $x_{k-1}$ respectively. The above corresponding methods are known as Fletcher and Reeves (1964), Hestenes and Steifel (1952), Liu and Storey (1991) and Dai and Yuan (2000). We represent norm of vectors as $|| \cdot ||$. For $f(x)$ that is strictly convex quadratic function, all these method are equivalent, but for general non-quadratic functions, their behavior is quite different (Dai and Yuan, 1998; Yuan and Sun, 1999).

The most studied properties of CG methods are its global convergence properties. Zoutendijk (1970) has proven the global convergence of FR method with exact line search. Unfortunately, Powell (1977) has proven a major drawback of FR method. Powell (1984) also showed that FR method can cycle infinitely without reaching
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studyminimizer, hence, its convergence is not global. Other researchers such as Al-Baali (1985), Tonati-Ahmed and Storey (1990) and Gilbert and Nocedal (1992) have further analyzed the global convergence of algorithms related to the FR method with strong Wolfe condition. Powell (1986) once again proves that FR is a superior method compared to others. Since then, the global convergence of PR, LS, and HS has not been established yet. The main reason is that it cannot guarantee the descent objective function values at each iterate (Hager and Zhang, 2005). For further reading and recent finding of CG methods refer to Sun and Zhang (2001), Birgin and Martínez (2001), Dai and Yuan (2002), Yuan and Wei (2009), Andrei (2009) and Shi and Guo (2009).

A key factor of global convergence is selecting the stepsize, $\alpha_k$. The most common search is to use the exact line search, which is finding the exact value of $\alpha_k$. Though many researches opt to use the inexact line search, in this study however, our new proposed $\beta_k$ is solved using the exact line search.

**NEW HESTENES STEIFEL METHOD**

Here, the new method is proposed based on the original HS method. The new method is named as Modified Hestenes-Steifel method (MHS). A new formula for the denominator has been proposed, and the original formula for the numerator as the Hestenes-Steifel formula has been retained. Hence:

$$\beta_k = \frac{\Delta_k^T (g_k - g_{k-1})}{d_k^T (d_{k-1} - d_k)}$$ (9)

The complete algorithm of MHS is shown as follows:

**Step 1:** Given $x_0$, set $k = 0$

**Step 2:** Compute $\Delta_k^{new}$ based on Eq. 9

**Step 3:** Compute the search direction

$$d_k = \begin{cases} -\Delta_k & \text{if} \quad k = 0 \\ -\Delta_k + \beta_k \Delta_{k-1} & \text{if} \quad k \geq 1 \\ \text{If} \|\Delta_k\| = 0, \text{then stop} \end{cases}$$

**Step 4:** Solve $\alpha_k = \min \{ f(x_k + \alpha \Delta_k) \}$

**Step 5:** Updating new pointing using $x_{k+1} = x_k + \alpha_k \Delta_k$

**Step 6:** If $f(x_{k+1}) < f(x_k)$ and $\|g_k\|_{\infty}$ then stop. Otherwise go to Step 1 with $k = k+1$

**Convergence:** The convergence property that is presented here section is based on Dai et al. (1999). In this study, they have proven the global convergence of FR and PR method. We also assumed that the property of HS is the same as PR. To prove this convergence, it is assumed that every $d_k$ satisfies the descent condition:

$$g_k^T d_k < 0$$ (10)

For all $k \geq 1$.

The basic assumptions on the objective function are defined as follows:

**Assumption:**

- $f(x)$ is bounded below on the level set $l = \{ x | f(x) \leq f(x_0) \}$ where is the initial point
- In some neighbourhood $N$ of 1, $f(x)$ is continuously differentiable, and its gradient is Lipschitz continuous; then, there exists a constant $L > 0$ such that:

$$\|g(x) - g(y)\| \leq L \|x - y\|, \text{ for all } x, y \in N$$ (11)

To prove global convergence for the FR method, the strong Wolfe line search has been used, for which the $\gamma_k$ should satisfy the Wolfe condition (Wolfe, 1969).

**Theorem:** Consider that Assumption 1 is true. Any CG method of the form Eq. 2 and 3, with $d_k$ satisfying Eq. 10 with strong Wolfe line search, then either:

$$\lim_{k \to \infty} \|d_k\| = 0$$ (12)

or:

$$\sum_{i=1}^{\infty} \frac{\|g_i\|^2}{\|d_i\|^2} < \infty$$ (13)

The following direct corollary is based on Theorem 2:

**Corollary:** Consider that Assumption 1 is true for any CG method of the form Eq. 2 and 3, with satisfying Eq. 10 with strong Wolfe line search. If:

$$\sum_{i=1}^{\infty} \frac{\|g_i\|^2}{\|d_i\|^2} = \infty$$ (14)

for any $t \in [0,4]$, the method converges if (12) is true.

**Proof:** To prove Corollary 3, assume that Theorem 2 is contradicted. Hence, if Eq. 12 is not true, then Theorem 3 will yield:

$$\sum_{i=1}^{\infty} \frac{\|g_i\|^2}{\|d_i\|^2} < \infty$$ (15)
Since $|g|$ is bounded away from zero and $t \in [0, 1]$, it is clear that the Corollary 3 is true. As a conclusion, if a conjugate gradient method fails to converge, then the search direction will converge to infinity.

### NUMERICAL RESULTS

Test problems from Andrei (2008) have been used to test and analyze the efficiency of MHS compared to FR, PR, HS, and DY. Stopping criteria is set to $|g| < \varepsilon$ where $\varepsilon = 10^{-6}$. As suggested by Hilstrom (1977), for each of the test problem, four initial starting points are used. In doing so, it leads us to test the global convergence properties of our method. Numerical results will be compared based on the number of iterations (Table 2). In this case CPU time is not considered as a comparison, since the average time taken for a single iteration did not show any significant difference. The percentage performance of MHS as compared to the other method is shown in Table 3. The word “Fail” in Table 2 means that the run was stopped due to the line search procedure failed to find the positive stepsize. The iteration will also stop if the iteration number is more than one thousand. All the problems mentioned below are solved by Maple 12 subroutine program using the exact line search (Table 1). Processor used is Intel Core2 Duo T5750 with 2.0 GHz, 667 MHz FSB, 2MBL2 cache.

### DISCUSSION

From Table 2, it is shown that for all the given problems, MHS successfully reaches the solution point. It is also proven that MHS outperformed FR in test problems 1, 2, 3, 5, 6, and 7. MHS also outperformed DY and CD in almost all the problems. For FR, HS and DY, the MHS is superior or equal to the problem 1, 2, 4, 6 and 7.

From Table 3, it is shown that MHS is superior compared to the other methods. The highest percentage of successful comparison is with DY with a combined rate of successful and equivalent rate of 96.43%. Combined rate for FR exceeds 80%. Though, the successful rate comparisons for HS and PR are quite low at 46.43%, their combined rate of successful rate and equivalent rate exceeds 70%. Above all, all the comparisons showed that the combined rate of successful rate and equivalent rate exceeds 70%. Therefore, we consider the MHS is superior, compared to the other methods.

For problem 4, though MHS is inferior when compared to FR, their success is undeniable when compared to the other methods. Note that the other methods fail in finding the positive stepsize by using the exact line search, but we have yet to run and compared all these methods using the inexact line search. Hence, MHS provides good alternative in finding the solution using the exact line search.

### CONCLUSION

In this study, a new $\beta_k$ based on the already proven Hestenes-Stiefel method has been proposed. Our numerical results have shown that, our new method is superior, compared to the other standard conjugate gradient methods. Our numerical result also suggested that this new method converge globally. Further numerical testing should be done for large scale problems so that this method may become a new conjugate gradient family.
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