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Abstract: In this study a framework for fast face detection is presented. The features used in the system are low order Central Geometrical Moments (CGMs) of face components and their horizontal and vertical gradients. To speed up the detection process we have utilized a fast method to compute CGMs locally in the feature extraction phase and in the classification phase we have used a fast multistage classifier. To enable each stage of the classifier to operate as fast as possible, in each stage, classification is carried out by using the optimal set of features which are selected for that particular stage according to a classification error measure. To detect faces in an image, a window the same size as the faces to be detected, scans the image and in each location the part of the image contained in the window is input to the multistage classifier which quickly discards background regions within its initial stages and spends more computation on promising face-like regions. The presented results show that the proposed system yields good performance in terms of detection and false positive rates. The proposed framework is not limited to detecting faces and shall be used to detect other objects in an image as well.

Key words: Face detection, geometrical moments, face components

INTRODUCTION

Face detection is the first step to be carried out in applications involving human face processing and perception. Applications including face recognition/identification, face and/or facial feature tracking, facial expression recognition, which are utilized in human-machine interface systems, image data bases, teleconferencing and security systems. A fast and accurate detection framework enhances the performance of a face processing system and the amount of post-processing required. A thorough survey of previous works on face detection can be found in Yang et al. (2002) and Yang (2004). Many of the recent methods focus on learning-based techniques that are data driven (Viola and Jones, 2004; Rowley et al., 1998; Sung and Poggio, 1998; Osuna et al., 1997; Schneideman and Kanade, 2000; Roth et al., 2000). In these methods classification function or face model is learned from a set of training images which capture the representative variability of facial appearance (Yang, 2004). Our system shall be regarded as a learning-based system. In many systems classification is done based on pixel gray values, rather than features extracted from them (Rowley et al., 1998; Sung and Poggio, 1998; Osuna et al., 1997; Schneideman and Kanade, 2000). There are many motivations for using features rather than the pixel values directly, the most common reason is that features can act to code ad-hoc domain knowledge that is difficult to learn using a finite quantity of training data. Moreover, a feature-based system can operate much faster than a pixel-based system (Viola and Jones, 2004). In our previous work (Pakazad et al., 2006) we presented a face detection framework based on low order 2-dimensional Central Geometrical Moments (CGMs) of Face components and their horizontal and vertical gradients. Two-dimensional Moments (Teh and Chin, 1988) have been widely used in computer vision; typical examples of applications involving lower order moments in pattern recognition can be found in Hu (1962). The motivation behind using local object components is that they yield better results than Global features (Hessele et al., 2001). Since, the detection process includes two major steps, i.e., feature extraction and classification, in order to speed up the detection process, in our previous system we proposed a fast method to extract local CGMs rapidly and a fast multistage classifier (Pakazad et al., 2006). Several fast algorithms have been described for computing geometrical moments for gray-level images (Hatamian, 1986; Martinez and Thomas, 2002; Shen et al., 1996) many of these methods compare their computational costs with Hatamian’s digital filter method (Hatamian, 1986) and usually have
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computational costs comparable to Hatamian's method, specially for low order moments. In our previous study (Pakazad et al., 2006) we propose a fast method to compute low order local geometrical moments and we showed that its computational cost is much less than that of an improved version of Hatamian’s method (Wong and Siu, 1999). Moreover, unlike most of the other methods, its computational cost is invariant to scale (the size of the local window over which the moments are to be computed). In this system CGMs up to the order three are computed for object components and to increase the accuracy of the system, we increase the number of components instead of using higher order moments. In our previous system in order to avoid round-off errors in the fast method proposed to compute local CGMs, the input image had to be resized to less than 320-by-240 pixels, but in the new system we have overcome this limitation by improving the proposed method by utilizing the Kahan summation algorithm (Kahan, 1971) and the effect of round-off error (Martinez and Thomas, 1996, 2002) is decreased greatly.

To speed up the classification process, we use a multistage classifier in the system. Multistage or cascade classifiers have been utilized for fast face detection (Viola and Jones, 2004; Lienhart et al., 2003). A multistage classifier consists of a successively more complex classifiers combined in a cascade structure; many of the scanning windows are quickly rejected by early stages of the cascade and the few promising (face-like) ones can make their way to the subsequent stages which do more complex processing on them; therefore, a multistage classifier acts like an attention filter (a focus of attention filter) (Viola and Jones, 2004) and speeds up the classification process. A great majority of the input image which contains non-face patterns is processed by the few initial stages of the cascade classifier and only a few face-like parts of the image can pass the initial stage and reach the higher stages. Therefore, in order to make the cascade classifier operate fast, the initial stages should be designed as simple as possible, i.e., each stage classifier should be designed so that it can reach the required false positive and true positive (detection) rates by using the minimal number of features. In our previous system (Pakazad et al., 2006) the feature for each stage of the classifier were chosen heuristically; in the system presented in this study the best minimal set of features are selected for each stage by using a feature selection algorithm which selects the best features among the huge number of possible features, according to a classification error measure. By using these selected features for each stage, the average number of operations per location required for detection decreases greatly, compared to our previous system in which the features for each stage were selected heuristically.

**MATERIALS AND METHODS**

In this study, which is the result of extensive research in the field of face detection and its application has been done between 2006 to 2009 in Amirkabir University of Technology. In this research, low order Central Geometrical Moments (CGMs) of Face Components and their horizontal and vertical gradients are used to detect human faces.

**Overview of the system:** This system is intended for detecting multiple faces with different scales in a gray-scale image. Detection is carried out by shifting (sliding) a multi-scale window over the image and classifying the part of the image contained in the window as being either face or non-face.

Each window first goes through a gradient filter which rejects windows whose mean vertical or horizontal gradient is less than a certain threshold. Many parts of the image with nearly constant gray levels are quickly rejected by this filter and are not further processed. If a window is rejected by this filter, the system proceeds to the next location; otherwise the window goes through a multi-stage classifier which determines if it is showing a face or not. A multi-stage classifier consists of a series of classifiers, structured in a cascade; if a window is rejected (detected as non-face) by any stage, the system proceeds to the next window; otherwise the window will go to the next stage. The location of a window which manages to pass through all stages of the multi-stage classifier is marked by the system, indicating a face location.

At each stage of the classifier, CGMs for the selected components associated with that stage are computed. CGMs are then normalized for intensity and scale, by dividing each of them by mean intensity of the window and $S_p$ respectively (Khotanzad and Hong, 1990), in which $p$ and $q$ are the order of the moment and $S_p$ is the size of the window. Then the classifier of that stage (which in our system is an MLP Neural Network) classifies the window according to its computed features. The size of the window is gradually increased by a factor of 1.2, after each complete scanning over the image, i.e., $S_p = 1.2^s$ with $s$ varying from -3 to 7 in our system; therefore with a base window size of 19-by-19 pixels, which is the size of the images in the training data base that we used, faces as small as 11-by-11 and as large as 68-by-68 pixels will be detected by the system. After completing the search over the image for all scales, usually multiple detections occur for each face at contiguous locations; these multiple
detections are then merged to determine the exact locations of faces contained in the subject image.

Features and their fast computation: The features used in the system are Central Geometrical Moments (CGMs) of Face Components and their horizontal and vertical gradients. Face Components are irregular rectangular regions on the face image and its horizontal and vertical gradients. Detection is carried out by shifting (sliding) a window with the same size as the faces to be detected, over the image and classifying the part of the image contained in the window as being either face or non-face based on the value of the CGMs of the Components inside the scanning window. Therefore, at each location of the image, CGMs for several Components inside the scanning window should be computed. In our previous study (Pakazad et al., 2006) we presented a fast method to compute CGMs for any rectangular region in the subject image, with the number of calculations required, being independent from the size of the region. And, it was shown that our method is much faster than Hatamian's digital filter approach for fast moment computation (Hatamian, 1986) and its improved version (Wong and Siu, 1999), for a PC-based system (Alpert and Avron, 1993). In our previous method the subject image had to be scaled down to less than 320-by-240 pixels (while preserving its aspect ratio, to avoid round-off errors that arose while computing CGMs. Round-off errors are caused because of the limited number of bits used for representing floating point numbers in computers. In this section after reviewing our previous method, we discuss the Kahan (Kahan, 1971) summation algorithm and incorporate it into our previous method to decrease the effect of round-off errors.

Computing CGMs for face components using IMMs: Our face detector classifies the contents inside the scanning window as either face or non-face, based on the value of Central Geometrical Moments (CGMs) computed for the Components of that section of the subject image contained in the scanning window and the Components of its horizontal and vertical gradients. Gradients are computed by using 3-by-3 vertical and horizontal Sobel filters. In Fig. 1, a face image and some possible corresponding components are shown. Components are actually a number of sub-windows inside the window. For each stage of the multi-stage classifier different sets of components may be used, also the number of components usually increases in higher stages of the classifier because those stages have to solve a more difficult problem than that of previous stages; since each stage of the classifier is trained by using false positives of the previous stages; training procedure is described in the next section.

We have selected the best components for each stage of the classifier in this study to optimize the speed of the classifier. There exist numerous methods for feature subset selection which shall be used for finding the best components for each stage of the classifier. Since the number of possible components among which the best components should be selected is very large, a fast subset selection method is presented in the next section. One may find a survey of feature selection methods and their applications in Dash and Liu (1997) and Cantu-Paz et al. (2004).

In the remaining of this subsection, we review our previously proposed method for fast local computation of CGMs and in the next subsection we discuss how to alter this method to reduce the round-off error.

Fig. 1: Some possible components of a face image and its horizontal and vertical gradients
Fig. 2: Rectangular region R in image I, with its top left corner denoted by \((x_0, y_0)\).

Geometrical moments, \(m_{p,q}\), and Central Geometrical Moments of the order \((p+q)\), \(\mu_{p,q}\), for a rectangular region R, in image I (Fig. 2) are defined respectively, as follows:

\[
m_{p,q}(R) = \sum_{x,y} x^p y^q I(x, y)
\]

\[
\mu_{p,q}(R) = \sum_{x,y} (x-x_r)^p (y-y_r)^q I(x, y)
\]

In Eq. 2, \(x)\) and \(y)\) refer to the coordinates of the center of the rectangular region.

Calculating CGMs up to the order three by using Eq. 1 requires \((10 \times w)\) additions and \((20 \times w)\) multiplications, in which \(w\) and \(h\) are width and height of the region, respectively, as shown in Fig. 2; the total number of operations sums up to 12000 operations for a 20x20 pixel region and the number of operations increases quadratically with the size of the region. Such a large number of operations per location can make a multi-scale and exhaustive (pixel-by-pixel) search, infeasible for a fast detection system. Whereas the method proposed here, enables the system to perform an exhaustive multi-scale search with less than only 500 operations for calculation of CGMs up to the order three for any region in the image, independent of its size. Our method was in part inspired by Integral Image concept presented in Viola and Jones (2004) and the fact that Computation of Geometrical Moments for any region requires a double-summation over that region. The method begins with initial computation of 16 matrices (one for each order of the moment up to three), where each matrix is denoted by IMM_{p,q} (Integral Moment Matrix of order \((p+q)\)). These matrices are stored in memory and by using them, geometrical moments, \(m_{p,q}\), can be computed for any region in the image, independent of its size in a few operations (only three additions/subtractions). After computing Geometrical Moments for the region of interest, Central Geometrical Moments are obtained by utilizing the binomial expansion of Eq. 2.

Each order of the matrix IMM_{p,q} is a cumulative matrix having the same size as the input image I, defined as follows:

\[
IMM_{p,q}(x, y) = \sum_{i=0}^{x} \sum_{j=0}^{y} I(i, j)
\]

Each order of IMM_{p,q} can be computed in one pass over the subject image by using an intermediate matrix MM_{p,q} (moment matrix) and a pair of recurrences, formulated as follows:

\[
MM_{p,q}(x, y) = x^p y^q I(x, y)
\]

\[
r(x, y) = r(x, y-1) + IMM_{p,q}(x, y)\]

\[IMM_{p,q}(x, y) = IMM_{p,q}(x-1, y) + r(x, y)\]

In Eq. 5, \(r(x, y)\) is the cumulative sum of rows of IMM_{p,q} and \(r(x, -1) = 0, IMM_{p,q}(-1, y) = 0\).

After computing all IMM_{p,q} matrices up to the order three, Geometrical moments, \(m_{p,q}\), for any region R in the subject image (Fig. 2) can easily be computed as follows:

\[
m_{p,q}(R) = IMM_{p,q}(x_0 + w - 1, y_0 + h - 1) + IMM_{p,q}(x_0, y_0) - IMM_{p,q}(x_0, y_0 + h - 1) - IMM_{p,q}(x_0 + w - 1, y_0) + IMM_{p,q}(x_0 + w - 1, y_0 + h - 1)
\]

Then, Central Geometrical Moments of the region R can be computed by utilizing the binomial expansion of Eq. 2, as illustrated in the following equation:

\[
\mu_{p,q}(R) = \sum_{x,y} (x-x_r)^p (y-y_r)^q I(x, y)
\]

\[
= \sum_{x,y} \sum_{n=0}^{p} \left( \binom{p}{n} \right) x^{p-n} (x-x_r)^n \left( \binom{q}{n} \right) y^{q-n} (y-y_r)^n I(x, y)
\]

\[
= \sum_{x,y} \sum_{n=0}^{p} \sum_{m=0}^{q} \left( \binom{p}{m} \right) \left( \binom{q}{n} \right) (x-x_r)^m (y-y_r)^n I(x, y)
\]

\[
= \sum_{x,y} \sum_{n=0}^{p} CGMcoeff(m,n,p,q) (x-x_r)^m (y-y_r)^n
\]

Decreasing round-off error by using Kahan summation algorithm: Basically, when a small number is added to a very large number, as what occurs in recursive cumulative sum of Eq. 5, the lower order bits of the small number are lost, due to limited number of bits dedicated for representing floating point numbers. The Kahan summation algorithm (Kahan, 1971) works by introducing
Fig. 3: The kahan summation algorithm

A correction factor to the summation. Suppose we are going to compute the summation:

\[ s = \sum_{n=1}^{\infty} x_n \]  

The Kahan algorithm to perform the above summation is shown Fig. 3. Each time a summand is added, there is a correction factor \( C \) which will be applied on the next loop. The lower order bits of \( y \) which are lost in the summation are recovered in \( C \). So, in the next loop first, the correction factor is subtracted from the summand and then the summation is carried out. There is subtle point in the Kahan algorithm; that is, the correction factor, \( C \), is not subtracted from \( T \) immediately, but it is subtracted from the summand in the next loop! This is because if we subtract the correction factor from \( T \) right away, again the round-off error occurs in the subtraction, because \( T \) is a large number and \( C \) is a small number.

It can be proved that the summand perturbation bound decreases from \( N\epsilon \) to \( 2\epsilon \) by using the Kahan summation algorithm, with \( N \) and \( \epsilon \) being the number of summands in the summation and the machine epsilon, respectively (Kahan, 1971).

By incorporating the Kahan algorithm into the recursive equation of Eq. 5, the round-off error shall be decreased. In Eq. 5 \( r(x, y) \) is the cumulative sum of rows of \( \text{MM}_{x,y} \) and \( \text{RMM}_y \) is the cumulative sum of columns of \( r(x, y) \); therefore, we can first compute the \( r(x, y) \) matrix and then compute the \( \text{IMM}_y \) matrix from it. The pseudo code of the altered recursive summation of Eq. 5 is shown in Fig. 4a and b. In the pseudo code \( W \) and \( H \) are the width and height of the subject image, respectively.

**Multistage classifier and feature selection:** A multistage classifier is a cascade of classifiers at each stage of which a classifier is trained to detect almost all objects of interest while rejecting a certain fraction of the non-object patterns and since the overall detection and false-positive rates of the multistage classifier is the product of those of individual stages, high detection rates and low false-positive rates shall be obtained from cascade classifiers (Viola and Jones, 2004; Lienhart et al., 2003). Moreover, a multistage classifier attempts to reject as many non-face windows as possible, at the earliest possible stages and since an overwhelming majority of scanned windows belong to non-face class, this structure increases the speed of the system drastically (Viola and Jones, 2004; Lienhart et al., 2003). A great majority of the input image which contains non-face patterns is processed by the few initial stages of the cascade classifier and only a few face-like parts of the image can pass the initial stage and reach the higher stages. Therefore, in order to make the cascade classifier operate fast, the initial stages should be designed as simple as possible, i.e., each stage classifier should be designed so that it can reach the required false positive and true positive rates by using the minimal number of features. In our previous system the feature for each stage of the classifier were chosen heuristically; whereas, in the system presented in this study the best minimal set of features are selected for each stage by using a feature selection algorithm which selects the best features among the huge number of possible features, according to a classification error measure. By using these selected features for each stage, the average number of operations per location required for detection decreases greatly, compared to our previous system in which the features for each stage were selected heuristically. In subsection A we describe the feature selection procedure used to select the best components for each stage and in the subsection B the training procedure of the cascade classifier is describes.

**Feature selection:** For each stage of the classifier the best features are selected by using the false positives of previous stages, which constitute the non-face class and the face samples of MIT CBCL data base (CBCL face data base). The false positives are gathered by scanning
An arbitrary component in the network

Fig. 5: (a) Components in the overlaid network on the image and (b) two arbitrary overlapping components

several images containing no faces, like, natural scenes and different textures. The features used in the system are CGMs of face components and their horizontal and vertical gradients. The number of possible components for an image tends to be very large; therefore, in order to make feature selection feasible, a 10 by 10 network is overlaid on the images and all possible components in this network are considered for feature selection (Fig. 5a).

The total number of components in the networks equals 3025 for each of which 16 CGMs should be computed and this should be done for horizontal and vertical gradients as well. Therefore a total number of $3 \times 16 \times 3025 = 145200$ features should be evaluated to select the best features at each stage. Due to the large number of features to be evaluated, an aggressive feature selection algorithm is presented here which works based on a classification error criterion. The feature selection algorithm works as follows: first for each single feature, its value is computed for all the samples in the face and non-face classes and then the histograms of the feature values for each class are computed. By using these two histograms, the classification error corresponding to the feature being evaluated is determined, by computing the Bayes error as the classification error measure. The features with smaller Bayes errors should be selected for classification, but it should be noted that features are correlated and selecting correlated features would not decrease the classification error since they are redundant (Dash and Liu, 1997; Cantu-Paz et al., 2004); therefore after computing the Bayes error for all the features, they are clustered based on the spatial correlation of components and their Bayes error. Each cluster would contain features with similar Bayes error whose components have a high spatial correlation value. Then the required number of features for training each stage’s neural network is picked out from the clusters with least Bayes errors. The spatial correlation of components is simply defined as their spatial overlap, which is equal to the ratio of cardinality of the intersection of two components’ pixel sets to the cardinality of the union of their pixel sets; for the two components shown in Fig. 5b, their spatial correlation shall be defined by:

$$C_{A,B} = \frac{|A \cap B|}{|A \cup B|}$$  \hspace{1cm} (9)

The flowchart of the feature selection algorithm is shown in Fig. 6. In the flowchart, $e_c$, $e_s$ and $C_{css}$ denote the Bayes errors of and spatial correlation between the Current feature and the Seed of the current cluster respectively. Also, $e_{max}$ and $C_{min}$ are constants defining the maximum allowed Bayes error difference and minimum allowed spatial correlation between cluster members; the values chosen for these parameters in our experiments have been 0.1 and 0.5, respectively. In the results section the selected features for the first two stages of the classifier are presented.

**Training procedure of the cascade classifier:** In a multi-stage classifier the overall detection (true positive) rate and false positive rates are the products of that of individual stages (Viola and Jones, 2004). Therefore, by increasing the number of classifier stages, both the overall detection and false positive rates decrease; so, in order to have a high overall detection rate, each stage of the multi-stage classifier is trained so that it can achieve a detection rate near 100% while rejecting a certain fraction of non-face patterns. In a cascade structure each subsequent classifier is trained by using false positives of previous stages (Viola and Jones, 2004). As a result, each subsequent stage faces a more difficult problem than that of the previous stages; therefore the number of features, which in our system depends on the number of Components, should normally be increased for each
subsequent classifier to achieve a detection rate near 100%, while maintaining a reasonable rejection rate (Viola and Jones, 2004). A detection rate near 100% shall be achieved by tuning the decision threshold of each stage classifier by observing its ROC (Receiver Operator Characteristics) curve. The multistage classifier in our system incorporates an MLP (Multi-Layer Perceptron Neural Network) with one hidden layer in each stage. The output of each stage’s MLP is compared with a threshold, associated with that stage; input patterns which result in an output value greater than the threshold are classified as face, otherwise, as non-face. By varying the mentioned threshold from 1 to -1 and determining the detection and false positive rates, the ROC curve for the classifier in each stage is drawn. According to this curve the proper value for the threshold which results in a detection rate above 0.99%, is determined.

To train the MLPs we used the resilient back-propagation algorithm (Riedmiller and Braun, 1993) which provides much faster training than normal Gradient Descent algorithm (Hagan et al., 1996). Each element of the feature vectors (CGMs of Components) was normalized to zero mean and unity standard deviation prior to training; the target values for face and non-face classes were selected as 1 and -1, respectively. To train the first stage we used the CBCL MIT data base and for subsequent stage, 2800 faces in CBCL MIT data base and the same number of false positives from previous stages were used. To gather the false positives the system was fed with several images containing no faces, like natural scenes or different textures, etc and all the detections were considered as false positives.

One problem that may occur in the training of a Neural Network is over-fitting (Hagan et al., 1996), i.e., the error on the training set is driven to a very small value by the training algorithm, but the network’s classification error when presented with new data tends to be large and therefore the network demonstrates poor generalization.
In order to avoid over-fitting we divided the available data set into two subsets, one for training and one for validation. The training was continued until the error on the validation set stopped decreasing. For each stage of the classifier prior to training the best features for that stage are selected by using algorithm presented in the previous subsection. The number of neurons and components normally increases for higher stages as described before (Table 1).

RESULTS AND DISCUSSION

In our experiments we trained a seven-stage classifier using the method described in the previous section. Table 1, summarizes the parameters of each stage of the classifier after training. It can be seen that the complexity of each subsequent stage classifiers gradually increases in terms of the number of neurons and components, since higher stages face a more difficult problem than early stages. Since, the overall detection and classification rates of a multi-stage classifier is the product of that of individual stages (Viola and Jones, 2004), one can expect a detection rate of 93.97% with false positive rate of 1.15e-5 from the system, according to Table 1. Nevertheless the false positive rate of the system can be decreased by adding more stages to the classifier. The selected features for the first two stages of the classifier are shown in Fig. 7a and b. It can be seen that different features are suitable for different stages of the multi-stage classifier. The average number of operations required to compute the features for classification at each location in the subject image can be obtained as follows (Viola and Jones, 2004).

\[ N = n_i + \sum \left( \prod_{j=1}^{n_i} f_j \right) \]  \hspace{1cm} (10)

In the above equation \( n_i \) is the number of operations required to compute all the features in the \( i \)-th stage of the classifier and \( f_i \) is the false positive rate of the \( i \)-th stage.

<table>
<thead>
<tr>
<th>Stage No.</th>
<th>No. of hidden layer neurons</th>
<th>Decision threshold</th>
<th>False positive rate (%)</th>
<th>No. of components</th>
<th>No. of operation to compute the components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>-0.96</td>
<td>99.01</td>
<td>49.03</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>-0.92</td>
<td>99.23</td>
<td>21.20</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>-0.94</td>
<td>99.00</td>
<td>35.01</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>-0.94</td>
<td>99.18</td>
<td>28.11</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>-0.96</td>
<td>99.13</td>
<td>12.67</td>
<td>28</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>-0.92</td>
<td>99.23</td>
<td>8.09</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>-0.94</td>
<td>99.01</td>
<td>7.51</td>
<td>41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Bayers error</th>
<th>Moment order (p,q)</th>
<th>No. of operations to compute the moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brightness features</td>
<td>0.31448</td>
<td>(0,1)</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>0.31651</td>
<td>(0,1)</td>
<td>14</td>
</tr>
<tr>
<td>Horizontal gradient features</td>
<td>0.3895</td>
<td>(1,1)</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>0.4044</td>
<td>(1,1)</td>
<td>28</td>
</tr>
<tr>
<td>Vertical gradient features</td>
<td>0.4503</td>
<td>(1,0)</td>
<td>14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Bayers error</th>
<th>Moment order (p,q)</th>
<th>No. of operations to compute the moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brightness features</td>
<td>0.2756</td>
<td>(1,2)</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>0.28774</td>
<td>(0,2)</td>
<td>21</td>
</tr>
<tr>
<td>Horizontal gradient features</td>
<td>0.35926</td>
<td>(0,2)</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>0.38916</td>
<td>(1,2)</td>
<td>42</td>
</tr>
<tr>
<td>Vertical gradient features</td>
<td>0.31489</td>
<td>(0,0)</td>
<td>7</td>
</tr>
</tbody>
</table>

Fig. 7: Selected features for (a) first stage and (b) second stage, classifiers, including the number of operations required to compute them.
The average number of operations to compute features per location according to Table 1 equals 209 for the system, whereas, in our previous system (Pakazad et al., 2006) this quantity was about 2240 operations per location. Effectively, in the new system by using the best selected features for each stage, the average number of operations per location decreases considerably compared to our previous system in which the features for each stage were selected heuristically, therefore a significant speed increase is achieved in the new detection system.

**CONCLUSION**

In this study, we presented a fast face detection system which excels previous face detection (Pakazad et al., 2006) system in two major aspects. Firstly, we improved our proposed method for fast calculation of local CGMs, by incorporating Kahan summation algorithm (Kahan, 1971) to decrease the effects of round-off error. Secondly, in this study we proposed an aggressive feature selection algorithm to select best features for each stage of the multistage classifier, which enabled the system to achieve the desired detection performance by using fewer features, which in turn resulted in a great reduction in the average number of calculations required to compute features per location and therefore a significant speed advantage over our previous system is obtained. Since the number of features among which the best ones had to be selected for each stage was very large, we proposed an aggressive feature selection algorithm based on Bayes error as the classification error measure and clustering to eliminate correlated features. There exist other feature selection methods whose performance shall be investigated for this problem and compared with our proposed method. Also, using other statistical classifiers for the stage classifier like SVMs (Support Vector Machines) and more efficient algorithms for training the cascade of classifiers could be examined in future works. The framework presented in this study is general in that no prior assumptions are made on the type of the object to be detected by the system. Moreover, the feature set used in the system is a comprehensive one in that it includes both the intensity and gradient information of the object; this comprehensive feature set combined with the presented fast feature selection algorithm makes the proposed framework suitable for detecting other object types as well, as long as proper training data bases are available for them.
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