Hardware Approach of ANN Based Iris Recognition for Real-time Biometric Identification
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Abstract: Artificial Neural Networks (ANN) are increasingly applied to biometric identification because neural nets have been shown to be technologically powerful and flexible, ideally suited to perform identification analysis. Therefore, it demands the development of a new processing structure that allows efficient hardware implementation of the neural networks mechanism. This research presents the ANN based iris recognition for biometric identification modeled by the very high speed integrated circuit Hardware Description Language (VHDL) to ease the description, verification, simulation and hardware realization of this kind of systems. The project is divided into two processes which are image processing and recognition. Image processing was performed by using Matlab where back propagation was used for recognition. The iris recognition architecture comprises of three layers: input layer with three neurons, hidden layer with two neurons and output layer with one neuron. Sigmoid transfer function is used for both hidden layer and output layer neurons. Neuron of each layer is modeled individually using VHDL. Functional simulations were commenced to verify the functionality and performance of the individual modules and the system. Iris vector from captured human iris has been used to validate the effectiveness of the model. An accuracy of 88.6% is achieved in recognizing the sample of 100 data of irises.
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INTRODUCTION

The biometric identification which merges technical and fundamental analysis utilizing artificial intelligence tools and synthesizes technical and fundamental data within an analytical framework, resulting in better recognition capabilities. Among different artificial intelligence tools, neural networks are increasingly applied to biometric identification because neural nets have been shown to be technologically powerful and flexible, ideally suited to performing identification analysis.

Multi-features and Multi-stages RBF Neural Network Classifier with Fuzzy Integral system (Haddachia et al., 2002) is very efficient and has well-suited rules for biometric identification but a drawback that the system is more complex. Component-based approaches have shown promising results in various object detection and recognition tasks such as face detection (Schneiderman and Kanade, 2000) and face recognition (Brunelli and Poggio, 1993) but in terms of speed, hardware simplicity and applicability it is not suited. Rules extractions approach (Kane and Milgram, 1994) is less relevant in biometric identification and involved complex algorithms.

In today’s security industry, possession has become an encoded card, knowledge equates knowing one’s Personal Identification Number (PIN) and personal recognition has given way to physiological and behavioral characteristics known as biometrics. Computer vision-based techniques that recognize human features such as faces, fingerprints, palms and eyes have many applications in surveillance and security. In Biometric identification system all relies upon forms of random variation among persons. The more complex the randomness the better, because more dimensions of independent variation produce signatures having greater uniqueness (ChenHong and Zhacayang, 2005).

Biometrics offers new solutions that are user friendly and yet secure access. It works by inspecting biological features of human beings that distinguish one from another. The critical attributes for any measure are the
number of degrees-of-freedom of variation in the chosen index across the human population, determines uniqueness, its immutability over time and its immunity to intervention and the computational prospects for efficiently encoding and reliably recognizing the identifying pattern. Iris has all above unique features and compare to the other biometrics it could be the best. It has key advantages in terms of speed, simplicity, accuracy and applicability (Yan et al., 2007). The Iris patterns possess a high degree of randomness. It can reveal about 266 independent degrees-of-freedom of textural variation across individuals (Daugman, 2005). It is stable over time and visible in a face. Thus it also impossible of surgically modifying it without unacceptable risk to vision and its physiological response to light provides a natural test against artificial. This internal organ which is protected by a transparent layer of cornea, can be imaged adequately at distances of up to about a meter (depending on the camera) (Jarjes et al., 2010). In iris recognition, the probability of finding two people with identical iris pattern is almost zero (Wang et al., 2007). Moreover, the spatial patterns which apparent in the human iris are highly distinctive to an individual (Wildes, 1997). There are several researches on iris recognition, especially usage of localization algorithm for iris recognition is worth mentioning (Mohammed et al., 2009; Yahya and Nordin, 2008).

The Field-Programmable Gate Arrays (FPGA) offers a potential alternative to speed up the hardware realization (Coussy et al., 2009; Manufuzzaman et al., 2010; Reaz et al., 2007). From the Perspective of Computer-aided Design, FPGA comes with the merits of lower cost, higher density and shorter design cycle (Choong et al., 2005; Alter et al., 2008). It comprises a wide variety of building blocks. Each block consists of programmable lock-up table and storage registers, where interconnections among these blocks are programmed through the hardware description language (Reaz et al., 2004, 2003, 2005a). This programmability and simplicity of FPGA made it favorable for prototyping digital system. FPGA allows the users to easily and inexpensively realize their own logic networks in hardware. FPGA also allows modifying the algorithm easily and the design time frame for the hardware becomes shorter by using FPGA (Choong et al., 2006; Ibrahimm et al., 2006).

In this study, a unified framework for FPGA realization of neural network based iris recognition system is designed by means of using a standard Hardware Description Language VHDL where iris vector from captured human iris has been used to validate the effectiveness of the model. The use of VHDL for modeling is especially appealing since it provides a formal description of the system and allows the use of specific description styles to cover the different abstraction levels (architectural, register transfer and logic level) employed in the design (Pang et al., 2006; Reaz et al., 2006). In the computation of method, the problem is first divided into small pieces, each can be seen as a submodule in VHDL. Following the software verification of each submodule, the synthesis is then activated. It performs the translations of hardware description language code into an equivalent netlist of digital cells. The synthesis helps integrate the design work and provides a higher feasibility to explore a far wider range of architectural alternative (Reaz et al., 2007, 2005b). The method provides a systematic approach for hardware realization, facilitating the rapid prototyping of the fuzzy based subway train braking system.

**IMAGE PROCESSING**

The objective of digital image processing is for improving the pictorial information for human interpretation and processing of scene data for autonomous machine perception. An iris image which had been captured contains not only the region of interest (iris) but also some 'useful' parts. Moreover, a change in the camera-to-eye distance may result in the possible variation in the size of the same iris. In addition, the brightness is not uniformly distributed because of non-uniform illumination. Before the process of feature extraction of the iris, the image needs to be preprocessed to localize the iris, normalize the iris and reduce the influence of the factors mentioned above (Bhattacharyya et al., 2009).

The iris images of Ms. Lee Peik Shyan were used shown in Fig. 1, which is in bitmap image file (bmp) format. imread function in Matlab was used to read the file which displays each pixel of the iris images.

**Fig. 1:** Iris image of Ms. Lee Peik Shyan
The histogram stress was used to enhance the contrast of the image as it does not change the probability of the pixel but change the level of the pixel.

The histogram shows that most of the pixel values range from 30 to 90. The very bright pixel is due to the reflection and the very dark pixel is the pixel in the pupil, these pixels have small probability less than 0.002%. We group these entire pixels into one by using Eq. 1:

$$I(i,j) = \begin{cases} x & \text{if } I(i,j) < 0.002 \\ \text{otherwise} & \end{cases}$$  \hspace{1cm} (1)

where, \( x \) = pixel value with probability \( \geq 0.002 \) and closest to the pixel value which have probability <0.002.

The histogram stress process was done by using Eq. 2. Figure 2 and 3 show the result of histogram stress by taking into account the grouping:

$$I(i,j) = \frac{I(i,j) - I(i,j)_\text{min}}{I(i,j)_\text{max} - I(i,j)_\text{min}} \cdot (\text{max} - \text{min}) + \text{min}$$  \hspace{1cm} (2)

where, \( I(i,j)_\text{max} \) is the largest gray-level value in the image, \( I(i,j)_\text{min} \) is the smallest gray-level value in the image, max and min correspond to the maximum and the minimum gray level value possible (for 8-bit image).

Referring to the image in Fig. 3 that have been histogram stressed, the pixel outside the iris is much brighter than the iris. The iris has low contrast and the mean of image gray level is more than almost the entire pixel in the iris. We choose the threshold value to be the mean value of the image. Figure 4 shows the image after thresholding.

After thresholding, the problems that remain are to eliminate the eyelash and the pupil. Using statistic analysis, the image is masked convolute with 11 x11 mask. The mask value all set to one. The image perform mask convolution with this mask than threshold with a parameter. The parameter for the threshold set 64 to remain the outer layer pixel not to be eliminated.

The detection of iris was done by comparing with a moving circle and change the radius slowly until the radiuses match the iris radius. The result will return the center coordinate and the radius of the circle. Here the image was masked with a radius-changing circle. The pixel on the mask are taken and summed. The black pixel has the value of 0; so perfect circles have the sum of 0. We set that if the mask have more than 3% white pixel then it is not a circle. The percentage is small to avoid the mask to take the eyelid or eyelash which are near the iris. Using the center coordinate and the radius, the iris was reconstructed from the original image by taking the pixel locating in the circle found from the threshold image. Figure 5 shows the reconstructed iris.

The cropping method was used to extract the useful image information and construct it into a smaller image. The iris in the image can be extracted into a smaller image because most of the white pixels are not useful. The initial coordinate or the place where to start and the size of the
square or rectangle was found by using Eq. 3 and 4, to crop the image using imcrop in the Matlab toolbox. Figure 6 shows the cropped iris:

\[
\text{Initial coordinate } (i, j) = (x, y, r) \quad (3)
\]

\[
\text{Size} = (r \times 2) \times (r \times 2) \quad (4)
\]

where \((x, y)\) = iris center coordinate and \(r\) = iris radius.

The pupil size was estimated by cropping each image manually. The length of the image is the diameter of the pupil. The maximum diameter was selected to the size of the pupil. Figure 7 shows the iris by eliminating pupil.

The iris image is transformed into rectangular form by taking the pixel in 180° as the initial point and turn clockwise until the initial point. Then the image data perform Discrete Fast Fourier Transform. From the original image, the pattern of the iris is growing from the center of the iris. The original transformation of Discrete Fourier Transform is changed to polar coordinate.

The amplitude spectrum of the image after the polar transformation shows that most of the information is assembling in the middle of the image. The middle neighborhood data of the amplitude spectrum have significant value when compared with the maximum amplitude. This neighborhood data extracted from the amplitude spectrum. Then the amplitude was normalized before put into the network for training or recognizing image.

**DESIGN OVERVIEW**

There are many architectures of how to connect the neurons within a neural network. Normally most of the architecture has the data inputs of the neural network then go into the layer of neurons (the hidden layer). Each input will connect to each of the neurons in the hidden layer which includes the weight matrix, the summers, the bias vector, the transfer function boxes and the output vector. In this project, we have chosen a two layer neural network with the input layer having three neurons, hidden layer having two neurons and the output layer having one neuron.

The input is the vector of the feature extracting of different iris images. The vectors are in pixel form.

As for the output, it is to match the testing input iris with the trained iris which had stored. If both of them are matched, then the output will display the numbered of the particular iris; else it will display 0.

In this project we have chosen multilayer perceptron architecture with backpropagation algorithm since it is the most frequently used architecture and learning algorithm in the field of neural network.

The network is configurable to enable any combination of number of input neurons, hidden neurons and output neurons. The hidden layer and output layer neurons which use sigmoid transfer function and combination of these neurons is coded in a top-level design using structural approach. Random number generator and normalization circuit is added to initialize the weights of the neural network and process the input data to a suitable range.

The developed neural network is divided into 3 mode of operation which are random weight generation mode, training mode and testing mode.

**Number format design:** Since finite storage devices, also referred to as sequential elements, are being used in the
neural network chip, the internal signals must have a numbering format. In this study, number-scaling method is used to reduce the complexity and to facilitate synthesis process. This method multiplies integer type of VHDL with 1024 or 1024 depending on the number of multiplication and later divides the number with the same constant in order to get back its initial value.

**System level design overview:** The VHDL code is divided into 5 entities which 4 of it are link together by 1 entity. The top-level entity is MATCHING which contain the architecture BEHAVIOUR to link the components using VHDL structural approach. The other 4 entities are INPUT, HIDDENLAYER, OUTPUTLAYER and BACKPROPAGATIONLAYER.

**Input layer neuron design:** The input layer of the neural network design will consist of 3 neurons. The purpose of the input layer is to act as a buffer between the data and the hidden layer neurons. The entity for the input layer neuron is INPUT and its architecture is BEHAVIOUR.

**Hidden layer neuron design:** The hidden layer of the neural network design consists of two neurons that utilize a sigmoid transfer function. Each of the hidden layer neurons has the three system data of the current exemplar as input. The entity for the hidden layer neuron is HIDDENLAYER and its architecture is BEHAVIOUR. The code is written in a way that each neuron is capable of performing 3 modes of operations.

The first mode of operation is random weights generator which generates random weights for each of the three inputs. The first mode of operation is triggered if the input to the “mode” pin is set to the value “01” of std_logic_vector type.

The second mode of operation is forward mode. In this mode, the network propagates forward its input to produce output. Each of the hidden layer neurons multiplies each of the three input data attributes by a unique internal weight generated by the random weights generator. These three results then be added together and applied to the internal transfer squashing function that is the sigmoid function. The output of the transfer function is the activation output of the neuron. The output of the each hidden layer neurons is fed to the output layer neuron. The second mode is used for testing the network or when the network is actually as an iris recognizer. The reason of the second mode, the network does not perform any weight adjustment as no learning algorithm is performed. The second mode of operation is triggered if the input to the “mode” pin is set to the value “10” of std_logic_vector type.

The third mode of operation is the backward propagate mode. In this mode, the error of the network is backpropagated and the weights and the threshold is adjusted to reduce the error of the network if the same input is applied to the network again. Backpropagation learning algorithm is applied in this process. The error from the hidden layer neuron is transferred to port hidden error1 and hidden error2 for each of the two hidden layer neuron respectively for monitoring purposes. When the neural network chip is running in the 3rd mode, the network is running in training mode and output Desired port fed with the desired output data. The third mode of operation is triggered if the input to the “mode” pin is set to the value “11” of std_logic_vector type.

For an efficient operation, another entity, BACKPROPAGATIONLAYER is created for the third mode. In order to adjust for the weights of the hidden layer neuron, output error is needed. Therefore, the weights are adjusted after the output error is obtained. BACKPROPAGATIONLAYER is located after the output layer neuron so that it can obtain the output error and adjust the weights according to the backpropagation learning algorithm. The adjusted weights feedback to the hidden layer neuron.

**Random weights generator:** Random weights generator generates a random number with uniform distribution in the interval between -1024 and 1024. The weights are set between these ranges since the input data that is used for calculation is between these ranges of value.

The random weights generator uses a random number between 0 to 1024 to generate the desired number derived from the Eq. 5-7:

\[
X \left( n \right) = A + \left( B - A \right) \times R \left( n \right) \quad (5)
\]

Where:
- A and B are the limits of the interval
- X is a random number between A and B
- R is a random number between 0 and 1
- Given interval A = -1024 and B = 1024

Therefore,

\[
X = -1024 + \left( 2048 \times R \right) \quad (6)
\]

Since, we are going to feed random number of range between 0 and 1024, the following formula is applied to the network instead of the formula above:

\[
X = -1024 + \left( 2048 \times R/1024 \right) - 1024 + \left( 2 \times R \right) \quad (7)
\]
The value of 1024 is chosen because it is a power factor of 2. This is important since only value of power factor of 2 can be used in the division arithmetic operation for synthesis.

The value of the weights generated is stored in signal class of data object because an object of this class holds not only the current value of a type but also the past value and the set of scheduled future values that are to appear on that signal. A signal is assigned to a value using a signal assignment statement. Furthermore, a signal can be assigned a value only at a future point of time, that is, the current value of a signal can never be changed.

**Normalization:** Normalization is used to reduce the range of the data set to the value appropriate for input to the activation function. The input data is normalized by using the Eq. 8-9:

\[
\text{New value} = \frac{(\text{Input value} - \text{Mean})}{(\text{Maximum Range})}
\]

(8)

Form the vector data from iris image:

- Mean = 68
- Maximum = 350
- Minimum = 10

\[
\text{New value} = \frac{(x - 68)}{(350 - 68)} \times 1000 \quad x = \text{Input value}
\]

(9)

**Sigmoid function and threshold value:** A sigmoid transfer function acts to squash the output of the neuron into a range of zero and one. Piecewise linear approximation of the sigmoid function is used into the network (Larsson et al., 1996). Since the range of the input is between -1024 and 1024, the range of the output must be between the ranges 0 to 1024 after the sigmoid function is applied to the network. Therefore, all the set of the equation are multiplied by 1000 which is applied to the VHDL design.

The bias or the threshold value of the network is set to the mean value of the image which is 68.

**Output layer neuron:** The output layer of the neural network consists of one neuron that will utilize a sigmoid transfer function. The entity for the output layer neuron is OUTPUT_LAYER and its architecture is BEHAVIOUR. The output layer neuron has the activation output of each of the two hidden layer neurons as inputs. The output layer neuron also has the target value, as input. The output layer neurons multiply each of the two input data values from the hidden layer neurons by a unique internal weight generated by the random weights generator. The two results then added together and applied to the internal sigmoid transfer function and the output is the activation of the neuron. The activation of the output layer neuron is the activation of the entire neural network chip. This activation is compared to the expected target input from the data exemplar of the system to get the current exemplar error of the neural network. The same modes of operation as the hidden layer neurons are applied to the output layer neurons. The same random weights generator, normalization method and piecewise linear approximation of the sigmoid function as the hidden layer is used in the output layer.

**SIMULATION AND DISCUSSION**

Simulation is done by feeding testbench into the VHDL code. Training is done by feeding the iris vector into the network iteratively. The data was fed in 3 times only due to the limitation of the Active-HDL software which cannot process mass input data due to low CPU processing speed. The training process is done between 0 to 36000 nsec. This process is in mode "10".

The first 100 nsec are used to initialize the weights of the hidden layer neurons and the output layer neurons. This process is done in mode "01".

The first 100 data from the iris image vector is used to show the functionality of the VHDL code. The subsequent 100 data is used for testing purposes. The normalization function is adjusted accordingly so that it can perform normalization with respect to the specified data only.

**Training simulation:** At 0 nsec, the neural network chip operates at weight initializing mode. The random number is generated and then converted to the corresponding weight by utilizing the random weights generator.

At 100 nsec, the neural network chip is in training mode. The 3 input to the input layer neuron is accompanied by a desired output. Where desired output is the signature which is chosen to recognize different iris images. Weights are adjusted to minimize the output error.

Several sets of weights generated by the random weight generator are tested randomly before getting the simulation result shown in this study. It has been observed that the value of output error is reduced as more input is fed into the network. The weights are adjusted so that the probability of the next input to get its desired output is higher. In the training mode, the input to the network is first normalized before the calculation is performed.

**Testing simulation:** At 36100 nsec, the neural network chip is in testing mode. A neural network must pass through weights initialization process and training before testing is performed.
During testing, no desired output data is required, only input data is required. The weights of the neural network are considered to have reached its local or global minimum at this period. There wouldn’t be any adjustment of weights during training and this also means there won’t be any output error. Therefore, it can be observed that the variables stop changing at 36100 nsec.

It can also be observed that changes in weights are less frequent as the network approaches 36100 nsec. The reason behind that the network has almost reached its global or local minimum after performing the backpropagation learning algorithm. Figure 8 is a sample-timing diagram of testing simulation at 36100 nsec through the VHDL programming.

The simulation stopped at 36800 nsec after the neural network chip is fed with 3 iterative inputs for training and subsequent 100 input for testing. The reduction in the number of input is done in order to reduce the complexity of the system and is meant to enhance the understanding on the operating characteristics of the system.

A comparison study between the actual iris vector and predicted iris vector is shown in Fig. 9. It is concluded from the comparison study that the model identification is 88.6% accurate:

\[
\% \text{ of accuracy } = 100 - \left[ \frac{\sum X \cdot Y}{N} \times 100 \right] = 88.6%
\]

Where:
- \(N\) = No. of samples
- \(X\) = Actual iris vector
- \(Y\) = Predicted iris vector
CONCLUSION

By simulating with iris data the proposed approach of VHDL modeling of neural network based iris recognition system is successfully designed, implemented and tested. The use of IEEE floating point-number format would enhance the accuracy of recognition. Currently, we are conducting further research that consider the floating point number format and further reductions in the hardware complexity in terms of synthesis and finally to download the code into Altera FLEX10K; EPF10K10LC84 FPGA chip on LC84 package for hardware realization.
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