Nested Circles Boundary Algorithm for Rotated Texture Classification
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Abstract: A new simple yet efficient classification algorithm named as Nested Circle Boundary (NCB) is proposed in this study. This algorithm provides features from measuring the average of the sum of boundary pixels for a number of nested circles inside the texture image. It was tested on different 91 rotated texture images for 13 texture classes using Brodatz texture database. The proposed algorithm achieves 100% accuracy when it comes to rotated texture classification. The methodology of NCB algorithm is based on two phases. Phase one mainly measures the features of the 13 texture classes and the original texture images. Then, the derived textures details are stored to be compared later with the rotated texture images. In phase two, the NCB algorithm repeats the same measures conducted in phase one but on the rotated texture images. The matching process is conducted by measuring the center values of each rotated and original image and comparing the summation of the 8 neighbors of each center with those of original images so as to find the best center value. The best center values are then assumed to be the base points for the circles, where the algorithm calculates the average of the summation of its boundary pixel values. Finally, the features of rotated textures are compared with the features of original texture images so as to find the classification solution. In conclusion, the Nested Circles Boundary Algorithm (NCB) proposed in this paper achieves the highest accuracy level using a simple technique.
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INTRODUCTION

The classification of rotated texture is one of the main challenges for image processing and computer graphics research domains. The digital image is a numerical array that is generated after digitizing and converting the original form of the image into digital form. So, the digital image can be defined as a 2-D function f(x, y), where x and y denotes co-ordinates and the value of f called the gray level of image (Gonzalez and Woods, 2002). Digital Image Processing incorporates actions and operations that are usually performed in order to achieve a set of specific aims. Indeed, research in the domain of image processing is very important as results are deemed to be useful for many applications in several important fields such as medicine, science and commerce. Given its perceived usefulness, several studies have developed different algorithms to classify rotated textures and the highest accuracy that has been obtained is 95%.

There is no formal definition of texture (Pratt et al., 1978) and it is very difficult to be described. Notwithstanding, most of previous research define texture as the properties held and sensations caused by the external surface of objects received through the sense of touch (Haralick et al., 1973; Bovik et al., 1990; Jain and Karu, 1996). Four methods to analyze textures can be found on literature (Zhang and Tan, 2002a; Jahua, 2003; Chen et al., 1998) statistical (Poonguzhali and Ravindran, 2008) geometrical, model-based and signal processing methods.

The major property of the statistical method is using statistical measures to analyze the spatial distribution of gray values. Some of the statistical methods that can be used for texture analysis are Co-occurrence method (Al-Bashish et al., 2011), gray level differences method and autocorrelation function (Jahua, 2003; Materka and Sirzelecki, 1998; Zhang and Tan, 2002a). The geometrical model depends on the pattern of the texture. Therefore and in order to analyze textures, this method normally uses statistical features or displacement rules (Amirani et al., 2008; Khan et al., 2007; Zhang et al., 2008). Moreover, extracting and identifying the primitives of the texture can be done by any of these three methods: Edge detection with laplacian-of-gaussian filter or difference-of-gaussian filter, adaptive region extraction and/or mathematical morphology.
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However, the model-based methods are based on determining the process which generates the texture. Three model-based methods are defined in this regard: Markov Random Fields (MRF), Fractals and Multi-Resolution Autoregressive (Jiahua, 2003; Materka and Strzelecki, 1998; Zhang and Tan, 2002a). On the other hand, signal processing methods are based on filtering processes in order to perform frequency analysis. Spatial filters in the frequency domain, Low's filter, Gabor filters and pseudo-Wigner distribution can be applied for this method of processing.

Since the touch sense of the external surface of objects is represented by texture, the importance of classifying texture objects appeared. Texture image is spatially homogeneous and typically contains repeated structures, often with some random variation (Portilla and Simoncelli, 2006). In natural, capturing textures can not be in same deflection. So, texture analysis should be invariant to rotations which make texture recognition operation more difficult for rotated textures.

Fountain et al. (1998) compared four different methods: (1) Gabor filtering method, (2) Edge attribute processing methods, (3) The CSAR model method and (4) Wavelet decomposition method. Based on their results, they observed that the best recognition method is the Gabor method with 98.98% accuracy. Based on this result, Zhang and Tan (2002b) reported their new rotation invariant texture classification method with higher level of accuracy, i.e., 98.95% accuracy. However, at that point, the best accuracy rate was attributed to Haley and Manjunath (1995) modified Gabor filter algorithm as it achieved 99% accuracy rate.

This study propose a new simple rotated texture classification algorithm; namely Nested Circles Boundary (NCB) algorithm. NCB shows the highest accuracy performance. It was tested on 91 different rotated textures belong to 13 texture classes from Brodatz database (Brodatz, 1966) which is considered the standard evaluating texture algorithm (Picard et al., 1993). The 13 texture classes that are used in this study. The main aim of this study was to develop a new algorithm for classifying rotated texture images with a high accuracy level and without using any filtering methods to analyze the texture so as to make it simpler.

**NCB ALGORITHM**

The idea of the developed algorithm came from the property of the circle as its shape does not change with rotations. Therefore, taking a set of pixels values for a circle boundary in a texture image would give the same set of pixel values when doing so for a rotated image of the same texture. Figure 1 can better represent the idea. It shows two rotated texture images belonging to the same class. Taking a set of pixel values for a circle boundary for both images, will give the same set but with a shift of value positions in both sets.

However, this is only true if the rotation base point is the center of the texture image which can not always be. In this case the rotation base point should be found so as to make it the circle center in the rotated image. This approach assumed that the rotation base point is within a 70×70 block in the center of the rotated image. This block can be found by searching for the original image center value and its 8 neighbors, as shown in Fig. 2. Also note that the 8 neighbors can be shifted.

NCB algorithm incorporates two phases, as illustrated in Fig. 3. The first stage measures the features f (N) for each texture class, so as to be used later for comparison reasons with the rotated texture images. These measures include the center values, summation of 8 neighbors of the center and the average of the sum of the circle boundary pixel values for each texture image. This phase is called the initializing phase. On the other hand, the second phase is mainly concerned with analyzing and classifying the sample textures. In this phase the rotation based point is measured for the rotated texture sample. This base point is then assigned to be the center of the circle for each texture. Thereafter, the pixel values of the 8-neighbors of the center are used to calculate the sample image features f (S) in order to be compared later to the classes features. Accordingly, the class with the closest feature value will be returned as the class of this sample.
Fig. 3: NCB algorithm

**Phase 1: Initializing.**

- **Input:**  N texture classes
- **Output:**  f (n):  n features; one for each class to be compared with, Acenter (n):  Array of center point values for each texture class and A8nei (n):  array of the center 8 neighbors vectors
- **Methodology:**  Feature is the average of the summation of the circle boundary pixel values, as defined in Eq. 1

Assuming N is the number of texture classes and n is the number of circles:

\[
f(N) = \frac{1}{n} \sum_{c} \sum_{d} N(xb,yb) \tag{1}
\]

Where,

\[
xb = xc + r(c) \cdot \cos(\theta) \tag{2}
\]

\[
yb = yc + r(c) \cdot \sin(\theta) \tag{3}
\]

-  \( (xc, yc) \): The center of the circles which is for the original texture image, the center of the image
-  \( r(c) \): The radius for circle c which is increased by 1 for each circle. So, the distance between every two circles is 1 pixel
-  \( \theta \): is the angle used to calculate the boundary coordination pixels, to get all pixels on the boundary; all thetas should be taken 1-360

Figure 4 shows the previous parameters. Since the circle is a set of points that are located on a plane with fixed distances from the center, measurements of the circle boundary require the value of the center, the values of all points on the plane and the distance between the center and the plane. As shown in Fig. 4, the parameter (Xc, Yc) presents the center of the circles. The parameter r (c) presents the distance between the center and the plane which called radius where it increases by 1 to find n circles. On the other hand, the parameter (Xb, Yb) presents one point in a plane. Indeed, using theta values is necessary to find all points on the plane with values ranging from 1 to 360 to complete the boundary for each circle.
Phase 2: Texture analysis and classification.

- **Input**: The outputs of phase (1) and a sample image $S$
- **Output**: The class to which $S$ belongs
- **Methodology**: Find pixels with values equal to each texture class center point in the $70 \times 70$ sample image block, that shown in Fig. 5. Find 8 neighbors for each pixel. Then compare between these values to get the correct pixel coordinate which represents the rotation base point of $S$. This point will be taken as a center of circles to calculate $S$ feature, using the same Eq. 1

If more than one point are found, then all of them will be taken as a center of circles. This will provide more than one feature for $S$ which will be compared with texture classes features and get the texture class that $S$ belongs to.

**TESTING AND ANALYSIS**

The algorithm described in this paper was developed in MATLAB using image processing toolbox (Gonzalez et al., 2006). The implementation of these algorithm are shown Fig. 8a, b. Ninety one texture images were used to test the classification algorithm. Fig. 6 shows 13 texture classes. Each class has 7 rotated texture images. For example, Fig. 7 shows the 7 rotated textures that belong to the class (brick). The size of images is $512 \times 512$ pixels.

Each class in brodatz database has 7 rotated texture images. Figure 7 shows the 7 rotated textures that belong
Fig. 7: Seven rotated textures for brick texture (0, 30, 60 and 90, 120, 150, 200)

Phase 1:

\begin{verbatim}
for i=1:13
    s=0;
    images=images(1,1);%find the center for each image
    xc=256;
yc=256;
    A0n1Value(i,1)=images(xc,yc);
end
%Find the sum of the 8 neighbors
A0n1e8(1,1)=images(xc-1,yc-1);
s=s+A0n1e8(1,1);
A0n1e8(1,2)=images(xc-1,yc);
s=s+A0n1e8(1,2);
A0n1e8(1,3)=images(xc-1,yc+1);
s=s+A0n1e8(1,3);
A0n1e8(1,4)=images(xc+1,yc-1);
s=s+A0n1e8(1,4);
A0n1e8(1,5)=images(xc+1,yc);
s=s+A0n1e8(1,5);
A0n1e8(1,6)=images(xc+1,yc+1);
s=s+A0n1e8(1,6);
A0n1e8(1,7)=images(xc+1,yc);
s=s+A0n1e8(1,7);
A0n1e8(1,8)=images(xc+1,yc+1);
s=s+A0n1e8(1,8);
A0n1e8(1,9)=s;
\end{verbatim}

Phase 1 cont.:

\begin{verbatim}
%Find f(i), The Boundary of nested circles
k=zeros(1,360);
n=0;
AllC=0;
for r=1:220
    n=n+1;
    for theta=1:360
        x0=round(xc+r*cos((theta*pi)/180));
y0=round(yc+r*sin((theta*pi)/180));
k(theta)=images(x0,y0);
    end
    EachC=su=0;\end{verbatim}

Fig. 8a: The implementation of phase (1) for NCB algorithm

to the class called (Brick) which is rotated by the following angles (0, 30, 60 and 90, 120, 150, 200).

Figure 8a shows the implementation and coding of phase (1) as it was developed in MATLAB by using image processing toolbox. Phase (1) reads the 13 texture image and finds the center for each image. Thereafter, the sum of the center 8 neighbors is calculated. Finally, phase 1 finds the f(i) which refers to the boundary of nested circles and stores all these information.

Figure 8b shows the implementation and coding of phase (2) in MATLAB. Phase 2 reads the sample image and finds the pixels where the values of centers for all classes in block 70 x 70. Thereafter, it finds the 8 neighbors for each pixel and stores the sum of their values. Finally,
Fig. 8b: The implementation of phase (2) for NCB algorithm

Phase 2: find f(n) as well as the Boundary of nested circles for the rotated images in order to classify and find the original texture images.

In the initializing phase (phase 1), the input is N which refers to 13 texture classes in this case. In this phase, three steps will be applied:

**Initializing:**

- **Step 1:** Find the center of each texture class image. Fig. 9 shows that value
- **Step 2:** Calculate the sum of 8 neighbors for each texture class image and store it. Fig. 10 shows the summations of the 8 neighbors for 13 texture class images

**Step 3:** calculate the f feature using Eq. 1 which presents the average of the sum of the circle boundary pixel values for each texture image and store it. The results of Eq. 1 for original images are shown in Fig. 11.

In phase 2, that is sample texture analysis and classification phase, the NCB algorithm is used to find the pixels according to the values of centers in all classes. Afterwards, it is used to calculate the sum of the values of 8 neighbors for each pixel. Table 1 illustrates that result for the sample image (bark: 030) which includes the first 10 result, just to give one example.

In each Sample (S) image, phase 2 search for the original image center value, this illustrated in Fig. 9. Then,
Fig. 9: A center values for each texture class image

Fig. 10: The sum of the center 8 neighbors' vector values for each texture class image
Table 1: Coordinates of the center values and summation of 8 neighbors

<table>
<thead>
<tr>
<th>Class No.</th>
<th>Center value</th>
<th>X</th>
<th>Y</th>
<th>Sum (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>156</td>
<td>281</td>
<td>224</td>
<td>1191</td>
</tr>
<tr>
<td>2</td>
<td>76</td>
<td>225</td>
<td>223</td>
<td>630</td>
</tr>
<tr>
<td>3</td>
<td>116</td>
<td>246</td>
<td>221</td>
<td>983</td>
</tr>
<tr>
<td>4</td>
<td>104</td>
<td>256</td>
<td>233</td>
<td>986</td>
</tr>
<tr>
<td>5</td>
<td>78</td>
<td>257</td>
<td>222</td>
<td>943</td>
</tr>
<tr>
<td>6</td>
<td>112</td>
<td>255</td>
<td>274</td>
<td>585</td>
</tr>
<tr>
<td>7</td>
<td>187</td>
<td>233</td>
<td>222</td>
<td>841</td>
</tr>
<tr>
<td>8</td>
<td>138</td>
<td>255</td>
<td>274</td>
<td>585</td>
</tr>
</tbody>
</table>

Table 1: Continued

<table>
<thead>
<tr>
<th>Class No.</th>
<th>Center value</th>
<th>X</th>
<th>Y</th>
<th>Sum (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>26</td>
<td>227</td>
<td>226</td>
<td>1055</td>
</tr>
<tr>
<td>10</td>
<td>148</td>
<td>248</td>
<td>245</td>
<td>349</td>
</tr>
<tr>
<td>11</td>
<td>134</td>
<td>259</td>
<td>249</td>
<td>241</td>
</tr>
<tr>
<td>12</td>
<td>192</td>
<td>260</td>
<td>262</td>
<td>1097</td>
</tr>
<tr>
<td>13</td>
<td>198</td>
<td>260</td>
<td>262</td>
<td>1097</td>
</tr>
</tbody>
</table>

we need to find the X and Y coordinates where value is equal to the center value for the original texture image as shown in Table 1. Then calculate the sum of the values of 8 neighbors for each pixel.

It is also important to note that in some cases, more than one point with values equal to the center value can be found as it shows in class 1 in Table 1. In other cases, the value of the center for a class cannot be found as in class 12 and 13 in Table 1. If the value of the center for an image is missing, then this sample image does not belong to these classes and thus should be excluded.

To determine the center of sample image, the algorithm compares between sum (8) in these tables with the sum of the center of the 8 neighbors for each class as shown in Fig. 10 and choose the closest value.

Table 2 shows the closest value that represents the rotation base point of sample image. This point will be used as the center of circles to calculate the average of the sum circle boundary pixel values by the Eq. 1. The results are shown in Table 3, by comparing it with the result shown in Fig. 11. Accordingly, the classification of each texture can be carried out.
**EXPERIMENTAL RESULTS**

Based on the experiment conducted in this research, it is proven that this algorithm is quite successful in rotated texture classification. Table 4 shows the results. The value 1 in the table indicates that the texture sample has been classified correctly to its class. Calculating the sum of each row gives the correct classification results for each rotation textures for every class. As shown in Table 4, the sum of every row is 7 which is the number of rotated textures for every class. The sum of each column gives the number of correct classification results for every rotation angle for all classes. Finally, the sum of all columns or rows gives the total number of correct results for all 91 texture samples. This paper shows the sum is 91 which gives 100% accuracy rate for our proposed algorithm.

Based on these results, the proposed algorithm in this paper achieves the accuracy rate compared to previous algorithms. In addition NCB is simple and easy to use as it does not need any extraordinary experiments in image processing.
DISCUSSION OF THE RESULTS

Several research (Fountain et al., 1998; Fountain and Tan, 1998; Fan and Xia, 2003; Materka and Strzelecki, 1998; Singh and Singh, 2002) studied the classification approach of rotated textures and a number of algorithms were developed. The most four popular algorithms in this area are: Gabor filters (Haley and Manjunath, 1995), Edge attribute processing method (Fountain and Tan, 1998), CSAR and Wavelet transformation (Fan and Xia, 2003; Patel and Jameison, 1996). The highest rotated texture classification accuracy achieved by Gabor algorithm is 98.90%.

Haley and Manjunath (1995) applied a modification on Gabor algorithm by using multi resolution filters with 2D Gabor wavelet. The algorithm was tested on the same set of texture images used in this study. This modification has increased the accuracy rate to 99%.

When comparing between the NCB algorithm and the algorithms developed in prior research, differences appear as follows:

- The database used in NCB algorithm contains 13 texture images extracted from the Brodatz set, as it used in modified gabor filters. However, the New Signatures algorithm (Zhang and Tan, 2002b) used 20 Brodatz texture classes. Other algorithms such as CSAR, Wavelet decomposition method, Edge attribute processing methods and gabor filtering method used either 10 or 44 Brodatz Textures.

- On the other hand, all previous algorithms used Model-based methods and employed different methods in texture analyses as in (Jin and Peng, 2006; Loun et al., 2007; Raju et al., 2008). But, NCB algorithm used statistical method that does not need to employ any other methods as filtering methods (Fountain et al., 1998; Stambouli et al., 2010). This is a significant improvement in terms of simplicity.

- Finally, the accuracy of CSAR was 60.1%, Wavelet decomposition method achieves 70% accuracy, Edge attribute processing methods enjoys 84% accuracy level, gabor filtering method with a 98.90% accuracy level, the new texture signatures achieves 98.95% and modified gabor filters reaches 99.0% accuracy level. The NCB Algorithm raised the accuracy level of such algorithms to each 100% which the highest one.

It is also important to note that all previous algorithms make assumptions that the texture images are acquired from the same view point, where the NCB algorithm is more dynamic as it finds the base point as appropriate regardless of the position of the texture images.

CONCLUSION AND FUTURE AVENUES

This study proposed a new simple rotated texture algorithm; called Nested Circles Boundary algorithm (NCB). It was tested on 91 rotated texture images for 13 texture classes. NCB achieved higher effectiveness and the best accuracy rate over all previous algorithms. In addition, it has advantages of ease and high computational speed compared with others. Note that, NCB can be used not only for rotated texture but also for general texture classifications. On the future NCB could be apply on different texture image scales and it could be modified to solve skew texture images by using nested ovals instead of nested circles.
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