Unbiased Phase Delay Estimator with Negative Frequency Contribution for Real Sinusoids
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Abstract: The problem of estimating the phase delay between two real sinusoids with unknown frequency is discussed. It is indicated that the negative frequency contribution is the essential and internal cause of the bias brought by the Discrete-time Fourier Transform (DTFT)-based phase delay estimator for real signals, when the sinusoidal frequency is quite low or close to the Nyquist frequency. Based on the DTFT-based estimator, a simple unbiased phase delay estimator with negative frequency contribution considered, is proposed for real signals with unknown frequency. The new formula for phase delay calculation is derived and detailed steps of the proposed estimator are presented accordingly. Simulation results show that the proposed estimator has removed the bias of the DTFT-based one and can attain optimum performance even when the sinusoidal frequency is quite low or close to the Nyquist frequency. Furthermore, the proposed estimator is proved to be particularly effective when there are not enough sampled data available for DTFT calculation. So the estimator is expected to be helpful to those engaged in phase/time delay estimation for many areas such as radar, machinery fault diagnosis and industrial measurement.
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INTRODUCTION

Accurate estimation of propagation delay between signals received at two spatially separated sensors is involved in many areas such as radar, underwater acoustics, machinery fault diagnosis and industrial measurement (Etter and Stearns, 1981; Carter, 1993). The Generalized Cross Correlation (GCC) method (Knapp and Carter, 1976; Hertz and Azaria, 1985) is usually used for time delay estimation by locating the cross correlation peak of the two received signals. However, the method requires a prior statistics of the received signals and is not suitable when the noises are spatially correlated.

For single complex sinusoids, a Discrete-time Fourier Transform (DTFT)-based delay estimator (So, 2001) is developed by calculating the phase difference of the DTFTs of the received signals at the sinusoidal frequency. For real-valued sinusoids with known frequency, a Quadrature Delay Estimator (QDE) (Maskell and Woods, 2002) is proposed by using the in-phase and quadrature-phase components of the received signals. Using the idea of (So, 2001; Maskell and Woods, 2002), two modified discrete-time phase delay estimators for real signals with known frequency have been recently developed (So, 2005). The first estimator removes the bias of the QDE and the second estimator calculates the phase difference of the DTFTs of two complex sinusoids derived from the real signals. In the second estimator, the real tone is transformed to a complex tone with the use of known frequency information. As a result, there is no negative frequency component. However, the estimator is not suitable for real signals with unknown frequency.

Among the phase delay estimators for real signals with unknown frequency, the discrete Fourier transform (DFT)-based estimator and the DTFT-based estimator are two typical ones. As for the DFT-based estimator, the phase delay estimate is given by the phase difference of the DFTs of two real sinusoids at the maximum spectral line. As for the DTFT-based estimator, the phase delay estimate is given by the phase difference of the DTFTs of two real signals at the estimated signal frequency. However, both estimators have neglected the contribution of negative frequency when estimating the phase delay between two real sinusoids. When the sinusoidal frequency is quite low or close to the Nyquist frequency, both estimators will bring about significant biases or even become ineffective. The same thing will occur when there are not enough sampled data available for DFT/DTFT calculation.

To remove the bias of the DTFT-based estimator, a new unbiased phase delay estimator with negative frequency contribution considered, which can attain optimum accuracy even when the sinusoidal frequency is quite low or close to the Nyquist frequency, is developed based on the DTFT-based estimator in this study.
PRINCIPLE OF THE DTFT-BASED DELAY ESTIMATOR FOR REAL SIGNALS WITH UNKNOWN FREQUENCY

Among the phase delay estimators for real signals with unknown frequency, the DTFT-based estimator is the primary one. First the signal frequency should be estimated and then the DTFTs of two sinusoids at the estimated signal frequency are calculated to obtain the DTFT phases. The phase delay estimate is finally given by the difference between two DTFT phases.

Consider two real sinusoids with the same frequency:

\[ s_1(t) = A_1 \cos(2\pi f_1 t + \theta_1) \]
\[ s_2(t) = A_2 \cos(2\pi f_1 t + \theta_2) \]  

where, \( A_1, A_2 \) are amplitudes, \( f_1 \) is signal frequency, \( \theta_1, \theta_2 \) are initial phases. The phase delay is defined as \( \Delta \theta = \theta_2 - \theta_1 \).

The sampling sequences of two sinusoids can be formulated as follows:

\[ s_1(n) = A_1 \cos(\omega_0 n + \theta_1) \text{ for } n = 0, 1, \ldots, N-1 \]
\[ s_2(n) = A_2 \cos(\omega_0 n + \theta_2) \]  

where \( \omega_0 = 2\pi f_1 / f_s \), \( f_s \) is sampling frequency, \( f_s \gtrless 2f_1 \), \( N \) is the number of sampled points. Mark \( \hat{\omega}_0 \) as the estimated value of \( \omega_0 \) and then the DTFT of \( s_1(n) \) at \( \hat{\omega}_0 \) is computed as (De Vegte, 2002):

\[ S_1(\hat{\omega}_0) = \sum_{n=0}^{N-1} s_1(n) \cdot e^{-j\hat{\omega}_0 n} \]  

According to Euler's formula, a real sinusoid can be formulated as the sum of two exponential signals with positive and negative frequencies respectively. Neglect the exponential signal with negative frequencies in Eq. 3 and then:

\[ S_1(\hat{\omega}_0) = \frac{A_1}{2} \sin[(\omega_0 - \hat{\omega}_0)N/2] / \sin[(\omega_0 - \hat{\omega}_0)/2] \cdot e^{j\omega_0 N/2} \]

when \( \hat{\omega}_0 \neq \omega_0 \)

\[ = \frac{A_1}{2} \cdot N \cdot e^{j\omega_0 N/2} \text{ when } \hat{\omega}_0 = \omega_0 \]

So the phase of \( \hat{\omega}_0 \) can be approximated as:

\[ \hat{\theta}_1 = \theta_1 + (\omega_0 - \hat{\omega}_0)N / 2 - (\omega_0 - \hat{\omega}_0) / 2 \]  

Similarly, the DTFT phase of \( s_2(n) \) at \( \omega_0 \) can be approximated as:

\[ \phi_2 = \theta_2 + (\omega_0 - \omega_0)N / 2 - (\omega_0 - \omega_0) / 2 \]  

From Eq. 5 and 6, the estimate of \( \Delta \theta \), denoted by \( \hat{\Delta} \), is obtained from the difference between \( \hat{\phi}_1 \) and \( \phi_2 \):

\[ \hat{\Delta} = \hat{\phi}_1 - \phi_2 \]  

That is to say, the phase delay of two sinusoids equals approximately the subtraction of two DTFT phases at the estimated signal frequency. We refer to this phase delay estimator as DTFT-based method.

Note that the DTFT-based estimator referenced here is different from the modified DTFT method of So (2005). The former is suitable for real signals with unknown frequency, while the latter is suitable for real signals with known frequency. The key idea of the modified DTFT method of So (2005) is to transform the real tone to a complex tone with the use of a known frequency information. In contrast, the phase delay estimate of the DTFT-based estimator in this section is given by the phase difference of the DTFTs of two real sinusoids at the estimated signal frequency.

UNBIASED PHASE DELAY ESTIMATOR WITH NEGATIVE FREQUENCY CONTRIBUTION

As the exponential signal with negative frequencies is neglected in Eq. 4, it is no longer the DTFT of the real sinusoid but is that of the complex one. In other words, the contribution of negative frequency components in the spectrum is neglected in Eq. 4. When the sinusoidal frequency is quite low (for instance, below a frequency resolution of DFT) or close to the Nyquist frequency, the negative frequency interference in the spectrum becomes remarkable (De Vegte, 2002; Xie et al., 1998) which is why the DTFT results obtained from Eq. 4 obviously deviate from the true values of signal spectra. As a result, it brings about significant bias in phase delay estimation. The same thing will occur when a small number of sampled data are taken in DTFT calculation.

Therefore, a new phase delay estimator which is expected to remove the bias of the DTFT-based estimator, is proposed based on DTFT with negative frequency contribution considered. The new formula for phase delay calculation is derived and detailed steps of the proposed estimator are presented accordingly.

Take account of the exponential signal with negative frequencies in Eq. 3 and then:

\[ S_1(\hat{\omega}_0) = \sum_{n=0}^{N-1} s_1(n) \cdot e^{j\omega_0 n/2} / \sum_{n=0}^{N-1} s_1(n) e^{j\omega_0 n/2} \]  

\[ = \frac{2A_1}{\bar{\mu}} \sum_{n=0}^{N-1} e^{j\omega_0 n/2} + \frac{2A_2}{\bar{\mu}} \sum_{n=0}^{N-1} e^{-j\omega_0 n/2} \]  

\[ = \frac{A_1}{2} e^{j\omega_0 N/2} + \frac{A_2}{2} e^{-j\omega_0 N/2} \]  
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Assuming that $\omega_1 \neq \omega_2$, we can obtain the following equation by deduction:

$$\tan \theta_1 = \frac{c_1 \tan \phi_1 - c_2}{c_1 \tan \phi_1 + c_2}$$

(9)

Where:

$$c_1 = \sin \alpha \sin \pi \cos (\alpha_1 - \alpha_2) + \sin \alpha \sin \pi \cos (\alpha_1' - \alpha_2')$$
$$c_2 = \sin \alpha \sin \pi \cos (\alpha_1 - \alpha_2) + \sin \alpha \sin \pi \cos (\alpha_1' - \alpha_2')$$
$$c_3 = \sin \alpha \sin \pi \cos (\alpha_1 - \alpha_2) + \sin \alpha \sin \pi \cos (\alpha_1' - \alpha_2')$$
$$c_4 = \sin \alpha \sin \pi \cos (\alpha_1 - \alpha_2) + \sin \alpha \sin \pi \cos (\alpha_1' - \alpha_2')$$
$$\alpha_1 = N(\omega_1 - \omega_2)/2, \alpha_2 = (\omega_1 + \omega_2)/2$$
$$\alpha_1' = N(\omega_1' - \omega_2)/2, \phi_1$$

Similarly, for $s_2(n)$:

$$\tan \theta_2 = \frac{c_1 \tan \phi_2 - c_2}{c_1 \tan \phi_2 + c_2}$$

(10)

where, $\phi_1$ is the DTFT phase of $s_1(n)$ at $\omega_0$.

From Eq. 9 and 10, the following formula for phase delay calculation is deduced:

$$\Delta \theta = \arctan \left( \frac{m_1 (\tan \phi_1 - \tan \phi_2)}{m_1 + m_1 (\tan \phi_1 + \tan \phi_2) + m_1 \tan \phi_1 \tan \phi_2} \right)$$

(11)

Where:

$$m_1 = c_1 c_1 + c_1 c_2, m_2 = c_1 + c_1, m_3 = c_1 - c_1, m_1 = c_1 + c_1$$

Since the true value of signal frequency is unknown, we can't work out the phase delay estimate by Eq. 11. On this account, we suggest removing the unknown variable $\omega_0$ from Eq. 11 by approximation. When the signal-to-noise ratio (SNR) of signals is not very low, the signal frequency estimated by discrete spectrum correction (Zhang et al., 2001; Kang et al., 2000; Qi and Jia, 2001; Chen et al., 2004) is generally quite close to the true value, i.e., $\hat{\omega}_0 = \omega_0$. It follows that $\sin \alpha \sin \pi = N$. Synchronously dividing the numerator and the denominator of Eq. 11 by $\sin \alpha$, Eq. 11 can approximately be expressed as follows:

$$\Delta \theta = \arctan \left( \frac{m_1 (\tan \phi_1 - \tan \phi_2)}{m_1 + m_1 (\tan \phi_1 + \tan \phi_2) + m_1 \tan \phi_1 \tan \phi_2} \right)$$

(12)

Where:

$$m_1 = (N \sin \hat{\omega}_0)^2 - (\sin \beta)^2$$
$$m_2 = (N \sin \hat{\omega}_0)^2 - 2N \sin \hat{\omega}_0 \sin \beta \cos (\hat{\omega}_0 - \omega_0)$$
$$m_3 = N \sin \hat{\omega}_0 \sin \beta \cos (\hat{\omega}_0 - \omega_0)$$
$$\beta = N \hat{\omega}_0$$

Equation 12 is the new formula for phase delay calculation.

When $\omega_0 - \hat{\omega}_0$, the whole derivation is similar to what was mentioned earlier but with no approximation. The expressions of $\theta_1$ and $\theta_2$ are different from Eq. 9 and 10, but the formula for phase delay calculation is just the same as Eq. 12.

To sum up, the steps of the proposed estimator are as follows:

**Step 1:** Estimate the signal frequency by discrete spectrum correction, denoted by $\omega_0$.

**Step 2:** Calculate the DTFTs of $s_1(n)$ and $s_2(n)$ at $\omega_0$, denoted by $S_1(\omega_0)$ and $S_2(\omega_0)$.

**Step 3:** Calculate $\phi_1$ and $\tan \phi_2$.

$$\tan \theta_1 = \frac{\text{Im}(S_1(\omega_0))}{\text{Re}(S_1(\omega_0))}$$
$$\tan \theta_2 = \frac{\text{Im}(S_2(\omega_0))}{\text{Re}(S_2(\omega_0))}$$

**Step 4:** Substitute $\omega_0$, $N$, $\tan \phi_1$, and $\tan \phi_2$ into Eq. 12 and calculate the phase delay estimate.

Another contribution of the proposed method is that we can obtain the exact values of initial phases by Eq. 9 or 10 if only the signal frequency is known. In contrast, the conventional parameter estimation methods based on discrete spectrum correction always bring about significant errors in phase estimation when the sinusoidal frequency is quite low or close to the Nyquist frequency, because the negative frequency contribution is neglected in the algorithms.

Note that the proposed estimator is proved to be particularly effective when the sinusoidal frequency is quite low or close to the Nyquist frequency, or when there are not enough sampled data available for DTFT calculation. However, when the signal frequency moves away from the zero and Nyquist frequency, the traditional DTFT-based estimator is preferred because the negative frequency contribution is negligible.

The modified DTFT-based delay estimator of So (2005) is unbiased and it assumes known frequency. If the signal frequency is unknown, it is suggested that the problem might be solved by using the maximum likelihood frequency estimator (Kerneic and Nuttall, 1987; So, 2005). However, it seems to be unfeasible. The noisy real tones is converted into analytic forms by combining the inphase and quadrature-phase components (So, 2005):

$$r(kT) = x(kT) + jr(r(k + \Delta T))$$

(13)
where, $\Delta$ is a positive integer such that $\pi/(2\Delta\omega) = \Delta \cdot T$. To achieve that, the sampling period $T$ should be properly chosen. However, it is so difficult to achieve due to the error of frequency estimation and the relative fixity of the sampling period in practice. In contrast, the proposed estimator in this section has no requirement of choosing the sampling period and is obviously more practical than the method of So (2005).

**PERFORMANCE ANALYSIS**

Under noisy conditions, the Mean Square Error (MSE) of phase delay estimate is computed by:

$$\text{mse}(\Delta\hat{t}) = \beta^2 + \sigma^2_{\Delta\hat{t}} = (\Delta\bar{\omega} - \Delta\omega)^2 + \sigma^2_{\Delta\hat{t}}$$

(14)

where, $\Delta\hat{t}$ is phase delay estimate, $\beta$ is bias of phase delay estimate, $\beta = \Delta\bar{\omega} - \Delta\omega$, $\Delta\bar{\omega}$ is mean of phase delay estimate, $\Delta\omega$ is theoretic value of phase delay, $\sigma$ is variance of phase delay estimate.

In general, the negative frequency interference is negligible when the signal frequency moves away from the zero and Nyquist frequency. So the DTFT-based estimator in Section 2 is generally regarded as an unbiased one and the MSE equals the variance approximately. Following the derivations by Zhang et al. (2007), the variance of $\Delta\hat{t}$ attained by the DTFT-based estimator for large $N$ and SNR is shown to be:

$$\text{var}(\Delta\hat{t}) = \frac{\sigma^2_{\Delta\hat{t}}}{N \cdot \text{SNR}}$$

(15)

where, SNR is SNR of the signals.

Following the derivations in So (2005), the Cramer-Rao lower bound (CRLB) for phase delay between two noisy real-valued sinusoids has the expression:

$$\text{CRLB} = \frac{\sigma^2_{\Delta\hat{t}}}{N \cdot \text{SNR}}$$

(16)

Comparing Eq 15 and 16, we observe that the variance of $\Delta\hat{t}$ attained by the DTFT-based estimator equals the CRLB for sufficiently large $N$ and SNR, which indicates the optimality of the DTFT-based estimator under these conditions.

However, when the signal frequency is quite low or close to the Nyquist frequency, the DTFT-based estimator brings about significant biases in phase delay estimation. That is to say, it becomes a biased estimator. As a result, the MSE of $\Delta\hat{t}$ considerably exceeds the CRLB.

The proposed estimator with negative frequency contribution considered, is expected to remove the bias of the DTFT-based one and can attain optimum performance even when the sinusoidal frequency is quite low or close to the Nyquist frequency. The derivation of the theoretical variance of the proposed estimator is just similar to Zhang et al. (2007) and the variances of two estimators are almost identical.

**SIMULATION RESULTS**

Computer simulations have been carried out to validate the performance of the proposed estimator for real sinusoids. To draw a comparison, the phase delay estimates are given by the proposed estimator and the DTFT-based estimator, respectively.

Under noiseless conditions, the relative errors of phase delay versus the signal frequency are shown in Fig. 1. In simulations, the phase delay equals $3.6^\circ$, the number of sampled points equals 1024, the sampling frequency equals 1024 Hz and the frequency resolution equals 1 Hz. The sinusoidal frequency varies from 0.5-2.5 Hz in Fig. 1a and from 509.5-511.5 Hz in Fig. 1b, both with a step length of 0.05 Hz. The relative errors of phase delay are computed by comparing the estimated values with the theoretic value of phase delay. As shown in Fig. 1, the DTFT-based estimator brings about significant errors, while the accuracy of the proposed estimator is so desirable that it almost approaches the lower limit of double precision arithmetic. It is observed that the accuracy of the DTFT-based estimator zooms quickly and equals that of the proposed estimator when the signal frequency equals an integer or half an integer, i.e., $f_0 = 0.5$ Hz, 1 Hz, 1.5 Hz, ..., 511.5 Hz. That is because the side lobe of negative frequency components in the spectrum is just equal to zero at the spectrum peak of positive frequency components when $f_0$ is a multiple of half a frequency resolution. In other words, the contribution of negative frequency is void at this very moment. The curves in Fig. 1b are similar to those in Fig. 1a, owing to the mirror image feature of signal spectrum (De Vegte, 2002). Further simulations also show that the estimation accuracy of signal frequency directly affects the performance of the proposed estimator under noiseless conditions. The more exactly the signal frequency is estimated, the more exact the phase delay estimate is.

To exhibit the performance of the proposed estimator for a larger range of signal frequencies, simulations are carried out with the sinusoidal frequency varying from 0.05 Hz to 499.95 Hz and a step length equal to 0.5 Hz. The sampling frequency is changed to be 1000 Hz and the frequency resolution equals about 0.9766 Hz. As shown in Fig. 2, the proposed estimator is always superior to the DTFT-based estimator under noiseless conditions.
Fig. 1(a-b): Relative errors of phase delay under noiseless conditions when the signal frequency is quite low and/or close to the Nyquist frequency, (a) Signal frequency varying from 0.5 Hz to 2.5 Hz and (b) Signal frequency varying from 509.5 Hz to 511.5 Hz.

Fig. 2: Relative errors of phase delay vs. a large range of signal frequencies under noiseless conditions.
For real-valued sinusoids in the presence of white Gaussian noise, extensive computer simulations have been conducted to evaluate the performance of the proposed estimator. Comparisons are also made with the DTFT-based estimator as well as the CRLB. The sampling frequency equals 1024 Hz and the white Gaussian noises superimposed on two signals are not correlated. All simulation results provided are averages of 200 independent runs.

Figure 3-5 show the biases, variances and MSEs of the proposed estimator and the DTFT-based estimator versus the signal frequency at N = 1024 and SNR = 20dB, respectively. It is observed from Fig. 3 that the DTFT-based estimator brings about significant biases when the signal frequency is quite low or close to the Nyquist frequency, while the proposed estimator is almost unbiased. Furthermore, the biases of the DTFT-based estimator vary in the manner of decaying oscillation. As shown in Fig. 4, the variances of the two estimators are almost identical. Figure 5 shows the MSEs of the two estimators as well as the CRLB. It is seen that the proposed estimator approaches the CRLB and gives the optimum performance, while the DTFT-based estimator considerably exceeds the CRLB owing to the biasedness of the algorithm. So the proposed estimator is proved to be superior to the DTFT-based estimator.

Similar simulations are carried out to exhibit the performance of the two estimators for a larger range of signal frequencies under noisy conditions. The sinusoidal frequency varies from 0.5-0 Hz and from 502-511.5 Hz. As shown in Fig. 6-8, the biases and MSEs of the DTFT-based estimator approach those of the proposed estimator asymptotically when the signal frequency moves away from the zero and Nyquist frequency.

To exhibit the performance of the proposed estimator under different SNRs, simulations are carried out with the SNR varying from 0 dB-30 dB. Figure 9 shows the MSEs of the proposed estimator and the DTFT-based estimator as well as the CRLB versus SNR at N = 1024 and f_o = 1.2Hz. It is seen that the DTFT-based estimator gives good performance for SNR<5dB, but for higher SNRs, its performance gradually degrades from the proposed estimator which indicates the biasedness of the algorithm.
Fig. 6(a-b): Biases of phase delay vs. a large range of signal frequencies at SNR = 20 dB, (a) Signal frequency varying from 0.5-10 Hz and (b) Signal frequency varying from 502-511.5 Hz

Fig. 7(a-b): Variances of phase delay vs. a large range of signal frequencies at SNR = 20 dB, (a) Signal frequency varying from 0.5-10 Hz and (b) Signal frequency varying from 502-511.5 Hz

Fig. 8(a-b): MSEs of phase delay vs. a large range of signal frequencies at SNR = 20 dB, (a) Signal frequency varying from 0.5-10 Hz and (b) Signal frequency varying from 502-511.5 Hz

Fig. 9: MSEs of phase delay vs. SNR at $f_o = 1.2$ Hz
The performance of the proposed estimator is also compared with (So, 2005) for the case of known frequency. Figure 10 shows the MSEs of the proposed estimator and the modified DTFT-based delay estimator of (So, 2005) as well as the CRLB versus the signal frequency at $N = 1024$ and $f_s = 20$ dB. The sampling frequency equals 1024 Hz. In order to make $\Delta$ equal an integer, the signal frequency is properly chosen to be 0.4, 0.5, 0.8, 1, 1.6, 2, 3.2, 4, 6.4 and 8 Hz. We see that both estimators are unbiased and the proposed estimator is even more superior to the modified DTFT-based estimator.

**CONCLUSION**

The traditional DTFT-based phase delay estimator for real sinusoids with unknown frequency is biased when the sinusoidal frequency is quite low or close to the Nyquist frequency. A simple unbiased phase delay estimator with negative frequency contribution considered, has been developed for real signals with unknown frequency. Simulation results show that the proposed estimator has removed the bias of the DTFT-based one and can attain optimum performance even when the sinusoidal frequency is quite low or close to the Nyquist frequency. Furthermore, the proposed estimator is proved to be particularly effective when there are not enough sampled data available for DTFT calculation.
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