Effect of Heat Fluxes on Ammonia Emission from Swine Waste Lagoon Based on Neural Network Analyses
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ABSTRACT

Understanding factors that affect ammonia emissions from swine waste lagoons or any animal waste receptacles is a necessary first step in deploying potential remediation options. In this study, we examined the various meteorological factors (i.e., air temperatures, solar radiation and heat fluxes) that potentially affect ammonia emissions from swine waste lagoon. Ammonia concentrations were monitored using a photoacoustic gas analyzer. The ammonia emissions from the lagoon were monitored continuously for a 24 h cycle, twice a week during a winter month at a height of 50 cm above the lagoon surface. Meteorological data were also monitored simultaneously. Heat fluxes were tabulated and correlated to the averaged ammonia concentrations (range of zero to 8.0 ppmv). Multi-layer Perceptron (MLP) neural network predictive model was built based on the most important meteorological parameters. The results from MLP neural networks analysis show that ammonia emissions from the swine waste lagoon were affected by heat fluxes such as net solar radiation, sensible heat and latent heat of vaporization. Thus it is important to consider environmental conditions (i.e., meteorological parameters such as solar radiation, latent heat and etc.) in formulating management or abatement strategies for reducing ammonia emissions from swine waste lagoons or any other air pollutant emissions from livestock waste receptacles.
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INTRODUCTION

Anaerobic lagoons are effective and low-cost bioreactors to treat animal manure but they are also responsible for emissions of numerous atmospheric pollutants including NH₃, greenhouse gases and odorous compounds such as skatole. These pollutants are most prevalent and controlled by the interactions of the atmospheric conditions, biochemical and physical processes occurring at lagoon interfaces. Sulfides and Volatile Organic Compounds (VOCs) such as skatole, cresol and indole, are thought to be important chemical constituents of offending odors to humans and a cause of discomfort and disease in the environment within and near concentrated animal feeding operations (Cole et al., 2000). Thus, any study on Confined Animal Feeding Operations (CAFCOs) from swine operations needs to address the issue of anaerobic lagoons as a source of atmospheric pollutants and the potential for devising emission reduction techniques (Loughrin et al., 2006). Despite their
relatively small size, compared to lakes or estuaries for instance, these lagoons exhibit a considerable amount of complexity when interacting with the atmospheric conditions. This complexity is reflected in the interactions that take place between the atmospheric boundary layer, stratification of the lagoon and the seasonal changes. Wind stress can drive lagoon surface circulation and stir the upper layers leading to a mixing of solid matter which contributes to the enhancement or reduction of ammonia and VOCs emissions to the atmosphere. Biochemical anaerobic reactions are a key element to the production of above mentioned compounds. The biochemical processes can produce enough internal thermal energy and temperature gradients to modify the lagoon’s vertical temperature profiles through heat diffusion and convective motion. Therefore, any study aiming at mitigating its impact on atmospheric pollution needs to clarify the effect of heat fluxes on the production of these pollutants.

Recently, there is an increased demand to understand in detail the processes that control evaporation and emissions from fetch-limited water bodies and waste lagoons (Tanny et al., 2008; Jacobs et al., 2008; Quintanar et al., 2009; Ham, 1999). At the atmosphere-lagoon interface a number of physical, chemical and biological processes are at work which can limit or enhance mass and energy fluxes, emissions of CH₄, CO₂, NH₃, sulfides and VOCs such as skatole, cresol and indole (Loughrin et al., 2006; Lovanh et al., 2009). These compounds are important contributors to the local atmospheric burden and can represent a health hazard for human operators and the public living in the vicinity of CAFOs, especially ammonia (Loughrin et al., 2006; Cole et al., 2000; Lovanh et al., 2009).

Ammonia emission and its subsequent deposition can be a major source of pollution, causing nitrogen enrichment, acidification of soils and surface waters, aerosol formation, photochemical air pollution, reduced visibility, ecosystem fertilization, global warming and stratospheric ozone depletion. A number of studies have evaluated the effects of nitrogen deposition. Significant excess nitrogen deposition has occurred in the eastern coastal areas of the United States (Paerl, 1995). A particular area of concern is the coastal rivers and their estuaries. This excess nitrogen can result in toxic and non-toxic phytoplankton blooms which can lead to fish kills and reductions of ‘clean water’ species (Paerl, 1995). Furthermore, the atmospheric deposition constitutes a large part of the overall load in these waters and is therefore an important source for fixed nitrogen (Spokes et al., 2003). Soil acidification is another problem. Van Breemen et al. (1982) identified the deposition of ammonium sulfate (\((NH₄)₂SO₄\)) as the main cause of soil acidification in the Netherlands. Research conducted by Barthelmie and Pryor (1998) in the Lower Fraser Valley, British Columbia, Canada showed that \(NH₃\) and \(NH₄⁺\) species and emissions play a particularly critical role in visibility degradation. Fine particulate aerosols have also been linked to human respiratory health problems. Studies suggest that the smaller the particle the greater the potential health effect. For example, Lippmann (1998) found fine particles (\(PM_{2.5}\)) to be more toxic than coarse particles (\(PM_{10}-PM_{2.5}\)). Donaldson and MacNee (1998) examined ultra-fine particles (<100 nm) and found that toxicity increases as particle size decreases.

There have been many studies involving the evaluation of anaerobic lagoon performance for treatment of wastes from CAFOs and reduce unwanted air pollutants in the United States and around the world (Westerman et al., 1990; Bicudo et al., 1999; Wesley et al., 2000; Leung and Topp, 2001; Warnick et al., 2001; Ham, 2002; Natvig et al., 2002; McGarvey et al., 2004; Szogi et al., 2006). The content and/ or the effluent from these lagoons are usually land-applied and, in some cases, discharged to surface water. However, the direct discharge of wastes to surface water without further treatment practice is no longer allowed in the U.S. Although these anaerobic
lagoon systems are able to reduce organic matters, nutrients and other heavy metals (McGarvey et al., 2004), their efficiency is dependent on seasonal variability and other environmental conditions. This is very critical in improving the management of these open lagoons and/or when considering alternative treatment systems for these wastes. As more modern and different livestock operation practices are changing, the demands and requirements of the efficacy of these lagoons are also changing. In regard to ammonia emissions, it is essential to be able to characterize the important environmental factors that affect the ammonia emission from these swine waste lagoons. Thus the objective of this study was to examine the effect of photochemical processes such as heat fluxes on the ammonia emission profile from an anaerobic swine lagoon using artificial neural networks (NNs) as a case study for adopting better management strategies and designing alternative remediation options.

MATERIALS AND METHODS

**Neural networks:** The theory of neural computing was first introduced by McCulloch and Pitts (1943) and further developed by Rosenblatt (1962). Neural Networks (NN) were inspired by the learning process of the human brain where neurons receive, pass and process information through input, hidden and output layers, respectively. The strongly connected network of neurons captures a global coherent behavior of the phenomena of interest (Robert et al., 1998). NNs are commonly used for classification, pattern recognition, decision making, knowledge data bases for stochastic information, optimization computations and robot control (Kohonen, 1988).

Data is initially introduced into the network through a set of input nodes. Input variables are weighted and their sum is altered by a transfer function at each neuron in the hidden layers. Although transfer functions can be categorized as linear, threshold and Sigmoidal, the most commonly used are the Sigmoidal functions because they introduce nonlinearity into the problem. Next, outputs from neurons at a given layer become inputs for neurons at consecutive layers and this process continues until the final information is passed through to the output layer. While NNs can be classified into three categories based on their architecture, the most commonly used are feed-forward NNs which only allow information to flow in the input-to-output direction, thus downstream layers do not affect upstream layer since there is no feed-back loop. Only feed-forward NNs are considered for the scope of this study.

Developing a NN usually involves parsing available data into training and testing sets. The training set, usually consisting of the majority of the data, is used to form the NN connection topology, also known as the “learning/training” phase. The NN learning processes aims to find a set of weights that minimize an appropriate error function in order to minimize the difference between the network outputs and the known outputs (Lavine et al., 2009). In this regard, three metrics are considered: (1)-(3) to evaluate the quality of the model predictions. The Mean Square Error (MSE), Mean Absolute Error (MAE) and Standard Deviation (SD) are often used as to reflect the quality of the model predictions:

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} \left| y_i - \hat{y}_i \right|^2
\]  

(1)

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} \left| y_i - \hat{y}_i \right|
\]  

(2)
\[
\text{SD} = \sqrt{\frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|^2 - \text{MAE}}{N-1}}
\]

where, \( \hat{y} \) is the output value, \( y_i \) is the measured value and \( N \) is the number of data points. The error functions are then computed between the test subset and model predictions to determine the NN's predictive accuracy.

Neural Network learning processes can be classified as supervised and unsupervised. In supervised learning a function is inferred from the training data subset, therefore it can be seen as incorporating an external guide that dictates the desired response of the input signal to the output. It does not take place simultaneously with the operational phase. In contrast, unsupervised learning is based only on local information within the data and uses no external guide. It corresponds to conditions where there is no information about the classification of the data being used in the learning process and where the NN must organize the patterns into clusters (Likhovidov, 1997). Contrary to supervised learning, unsupervised learning method does take place during the operational phase.

A commonly used learning rule for multi-layered feed-forward NNs (discussed below) which are the most commonly used NNs, is known as the back-propagation algorithm (KrishnaKumar, 1993). Tan et al. (2005) described it in terms of forward and backward phases associated with each iteration. In the forward phase the neuron output values are determined based on the weights from the previous iteration. In the backward phase a formula is applied to update the weights at the \( n+1 \) layer before the weights at layer \( n \). The weight update equation can be expressed as:

\[
w_j \leftarrow w_j - \lambda \frac{\partial E(w)}{\partial w_j}
\]

where, \( w_j \) is the weight associated with the \( j \)th attribute of a set of weights which is given by \( w \) and \( E \) is the error function for a set of weights.

**EXPERIMENTAL SET UP AND METEOROLOGICAL MEASUREMENTS**

The research site was a farrowing farm containing approximately 2,000 sows located in Logan County in South Central Kentucky. At the farm, an anaerobic lagoon of 65×65 m and 3 m in depth is used to treat wastewater from four houses located around 100 m away from the lagoon bank. Most of the surrounding land is used for producing crops.

Meteorological data were collected for the entire month of February, 2009. Only days with mostly clear sky conditions and no precipitation were chosen to be studied in order to improve on net radiation estimates. Measurements were made on two floating stations that carried instrumentation. Each station recorded temperature, relative humidity and wind speed at 0.5 and 1.5 m above the lagoon surface. For this study, only data from 0.5 m level were used. Ammonia emissions were measured 0.5 m above the lagoon's surface. Measurements from these two stations were used to account for systematic errors and data quality control. To maximize the amount of fetch to around 60 m, the stations were deployed around the center of the lagoon. It is previously stated that the lowest level of thermometer and hygrometer placement was 0.5 m above the water surface. As a result, for the 65×65 m lagoon, this provides 80:1 for the shortest and about 90:1 for
the longest fetch-to-height ratio. For a variety of conditions of fetch-to-height ratios, Stannard (1997) has shown that ratio of 60:1 can give a Bowen ratio that is about 80% equilibrated. In this data collection and research effort the Stannard (1997) criteria were used. This criterion was also successfully applied by the authors to similar research studies (Loughrin et al., 2011; Quintanar et al., 2009).

Included in the meteorological measurements were lagoon surface temperature and subsurface (0.3, 0.6, 1.0 m and lagoon bottom) temperature measurements. Gas measurements and meteorological data were collected every 5 min. In addition, a surface weather station was installed about 20 m away from the southwest corner of the lagoon to measure meteorological conditions.

**Meteorological instrumentation:** In this study a series of meteorological variables were measured so that meteorological fluxes could be estimated by applying widely used methods. Meteorological variables include temperature, relative humidity, barometric pressure, wind speed and direction and solar radiation. Two rafts constructed from several PVC pipes carried weather stations (APRS World, Winona, MN) with relative humidity-temperature sensors and anemometers at 0.5 and 1.5 m above the lagoon surface. The resolution of the anemometers was around 0.1 m sec\(^{-1}\) with an accuracy of 0.4 m sec\(^{-1}\) and a minimum measurable wind speed of 0.5 m sec\(^{-1}\).

With a response time of 50 seconds, the temperature sensors had a measurement range of -26 to 70\(^\circ\)C and an accuracy of 0.5\(^\circ\)C. The non-condensing humidity sensors had an accuracy of ±2% and a measurement range of 3-100% relative humidity. The humidity sensors had a linearity of ±0.5%, a hysteresis of 1% and a response time of 25 sec. A waterproof cable connected the weather stations on the rafts to a solar-powered data collection system on the bank of the lagoon that recorded data every 5 min. To ensure that the data was collected at the same location on the lagoon’s surface for each day, both rafts were secured approximately at the center of the lagoon with anchors and cables attached to the lagoon bank at two positions. HOBO U22 Pro v2 temperature sensors (Onset Comp.) recorded water temperatures every 5 min at the lagoon surface as well as at depths of 0.3, 0.6 and 0.9 m below the surface of the lagoon. These sensors had an accuracy of 0.2\(^\circ\)C, a measurement range of -28\(^\circ\)C to 70\(^\circ\)C and a resolution of 0.02\(^\circ\)C at 25\(^\circ\)C.

A HOBO weather station (H21-001, Onset Computer Inc., Bourne, MA) equipped with a cup anemometer at 3 m above the ground, a barometer, temperature and relative humidity sensors and a silicon pyranometer (spectral range of 300 to 1,100 nm) positioned at 2 m above the ground was located approximately 20 m from the lagoon. As in Quintanar et al. (2009) to test for the soundness of the data, the land station data were compared with the data from the stations on the lagoon.

These data were used in-conjunction with well-known methods (Stull, 1988; Brutsaert, 2005) to estimate latent, sensible and lagoon storage heat fluxes. For this study net radiation was estimated using the approach developed by Brutsaert (2005) and presented in Quintanar et al. (2009). It is successfully applied in several previous studies (Loughrin et al., 2011, 2012). Others in the past also estimated net radiation in the absence direct observations (De Jong et al., 1980; Linacre, 1968; Novak et al., 2000; Wang and Liang, 2008).

**AMMONIA MEASUREMENTS**

Ammonia emissions were monitored using a Photoacoustic Gas Analyzer (Innova model 1412, Innova Air Tech Instruments A/S, Denmark). The Innova 1412 multi-gas analyzer used a 1 sec sampling integration time and fixed flushing time: 2 sec for the chamber and 3 sec for the tubing.
The required time to complete one sampling cycle was approximately 70 sec for ammonia and three other greenhouse gases. The response time of the analyzer to step changes in gas emissions was tested. Ammonia emissions were monitored at 0.5 m (to match meteorological measurements) above the lagoon surface over one month period. A pulley system was used to deploy Teflon tubing (10 m) over the lagoon for the gas sampling. The gas analyzer was housed in a trailer near the lagoon.

SENSIBLE AND LATENT HEAT FLUXES USING BOWEN RATIO ESTIMATES

Neglecting the local advection term of heat and moisture (Philip, 1987; Arya, 2001; Brutsaert, 2005) and the storage term of a very thin upper layer at the lagoon surface term then the energy balance at the surface can be written as:

$$R_{\text{net}}-G = \text{H}+L\text{E}$$  \hspace{1cm} (5)

where, $R_{\text{net}}$ is net radiation at the surface, $G$ represents the energy flux into the lagoon, $H$ is sensible heat flux $L\text{E}$ is the latent heat of vaporization and $E$, the evaporation rate. The sign convention adopted here is that radiative energy density fluxes are positive towards the lagoon surface (e.g., $R_{\text{net}}>0$ at midday) while $G$, $H$ and $L\text{E}$ are positive away from it. While this is not a universally adopted convention it is one that has often been used in textbooks and the literature (Arya, 2001; Oke, 1987; Brutsaert, 2005; Ohmura, 1982).

The heating term $G$ is computed integrating over the whole depth of the lagoon (Arya, 2001; Brutsaert, 2005):

$$G(t) = \int_0^L (\rho c_{\omega} T) \text{d}z$$  \hspace{1cm} (6)

where, $\rho$ (kg m$^{-3}$) is water density, $c_{\omega}$ (J K$^{-1}$ kg$^{-1}$) is specific heat and $T$(K) represents the vertical distribution of temperature of the water column. A trapezoidal rule is used to compute the integral term in Eq. 6 in finite form given a number of discrete temperature measurements along the vertical (Komzsik, 2007). Assuming that the lagoon area is constant with depth (Rodriguez-Rodriguez and Moreno-Ostos, 2006; Wetzel and Likens, 2000) and that $\rho$ and $c_{\omega}$ are constants, Eq. 6 can be approximated as:

$$G = \frac{\rho c_{\omega}}{2\Delta t} \sum_{i=1}^{N} \delta (T_{i-1} + \Delta T_{i})$$  \hspace{1cm} (7)

where, $\Delta T_{i}$ is the change of temperature of the $i$-th temperature sensor in the water column in a time step $\Delta t$. $T_{s}$ represents the surface or skin temperature of the lagoon surface. $N$ is the number of thermal sensors below the surface. The term $\Delta z$ is the depth of the $i$-th layer where the temperature is taken to be $\frac{1}{2}(T_{i-1}+T_{i})$ at its center.

In the absence of direct measurements of $R_{\text{net}}$, the method of Brutsaert (2005) was followed. In this case, the net radiation term is further decomposed as:

$$R_{\text{net}} = R_{\text{D}}(1-\alpha S) + e_{\text{GR}} R_{\text{L}} - R_{\text{LU}}$$  \hspace{1cm} (8)
where, $R_e$ is the global short-wave radiation, $\alpha_o$ is the albedo of the water surface, $R_{LD}$ is the incoming long-wave radiation, $\varepsilon_o$ is the emissivity of the lagoon surface and $R_{LU}$ is the outgoing long-wave radiation from the surface. The latter is estimated as:

$$R_{LU} = \varepsilon_o \sigma T_\zeta^4$$

(9)

where, $\sigma$ is the Boltzmann constant and $T_\zeta$ is the absolute temperature of the lagoon surface. The $R_{LD}$ term is expressed as:

$$R_{LD} = \varepsilon_A \sigma T_A^4(z_i)$$

(10)

where, $\varepsilon_A$ is the atmospheric emissivity and $T_A$ is atmospheric temperature at $z_i (0.5 \text{ m})$. For clear day conditions, the $\varepsilon_A$ term is represented as:

$$\varepsilon_A = A \left( \frac{e(z_i)}{T_A} \right)$$

(11)

with $e(z_i)$ the estimated vapor pressure at height $z_i$ (1.5 m), $B = 1/7$, $A = 1.16$ for the warm season measurements and $A=1.28$ for the cool season measurements. Crawford and Duchon (1999) provided a methodology for estimating the $A$ term that accounts for seasonal variations. Thus, the method of Crawford and Duchon (1999) was used to calculate $A$. Using flux-gradient techniques to approximate the turbulent sensible and latent heat fluxes and assuming equality of eddy diffusivities for heat and moisture (Stull, 1988) Bowen ratio can be expressed as:

$$B = \gamma \frac{T(z_i) - T(z_2)}{e(z_i) - e(z_2)}$$

(12)

where, $\gamma$ is the so called psychrometric constant computed as $(C_P F(z_m))/(0.622 \cdot L_v)$, where $C_P$ is the specific heat of air at constant pressure, $e(z_i)$ and $e(z_2)$ are the water vapor pressures at $z_i$ and $z_2$ and $z_m$ is the arithmetic mean of $z_i$ and $z_2$. $T(z_i)$ and $T(z_2)$ are temperature measurements at $z_i$ and $z_2$ (Brutsaert, 2005).

Using Eq. 5 and 9 expressions for $H$ and $L_v E$ are obtained as:

$$H = (R_n - G) \frac{B}{1+B}$$

(13)

$$L_v E = (R_n - G) \frac{B}{1+B}$$

(14)

To obtain the correct magnitudes and signs for the energy fluxes, Bowen ratio estimates are subjected to two quality tests as suggested by Ohmura (1982) and further developed by Perez et al. (1999) and Guo et al. (2007).

**Test 1:** Here, the flux-gradient relations between $H$ and the temperature gradients ($\Delta T = T(z_2) - T(z_i)$) and $L_v E$ and the water vapor pressure gradients ($\Delta e = e(z_2) - e(z_i)$) are used. Points that violate the following inequality are discarded:
\[
\frac{\Delta r}{L_r E} = \left( \frac{1 + B}{(R_n - G)} \right) \Delta_r < 0
\]  

**Test 2:** In order to avoid unphysical values of latent and sensible heat fluxes, Bowen ratio values that fall in the interval, \(-2.0 < B < 0.5\), are rejected (Ohmura, 1982; Brotzge and Crawford, 2003).

**RESULTS AND DISCUSSION**

**Data and parameters description:** The data used in this study were obtained from a swine waste lagoon at a farrowing farm containing approximately 2,000 sows located in Logan County in South Central Kentucky. Ammonia concentrations at the surface of the lagoon along with meteorological data surrounding the lagoon were obtained and analyzed for a one month period (February). These parameters consisted of air temperatures above the lagoon (temperatures at 1.5, 0.5 m and surface of lagoon), pH (6.8 to 7.4), moisture, pressure, wind speeds and relative humidity.

The North American Regional Reanalysis (NARR) (Mesinger et al., 2006) data were used to characterize the general meteorological synoptic conditions for the month of February for the Logan County region. Kentucky was under the influence of a large high pressure system on the first week of February, 2009. The average pressure was 1033 mb. For the most part, the entire day was clear with no precipitation and light winds (8 km h\(^{-1}\) from the south). During the second week of February, Kentucky was under a high pressure system with a pressure around 1025 mb and no precipitation. Skies were also clear early in the morning but became mostly cloudy throughout the day. Winds are from the Southwest at around 19 km h\(^{-1}\). A cold front started to push through Kentucky at the end of the second week of February. The pressure was around 1026 mb. The winds were generally from the southwest at 8 km h\(^{-1}\). The skies were mostly cloudy in the early morning but the clouds broke up throughout the day becoming clear by the night. On the third week of February, a warm front was located south of KY. The pressure was 1025 with mostly clear skies for most of the day. Winds were around 16 km h\(^{-1}\) out of the south. Two highs were located over Nebraska and Arkansas/Mississippi with some ridging over Kentucky during this time period. The pressure was around 1020 mb with cloudy skies early in the morning and becoming clear with no precipitation. Winds were from the west at 9 km h\(^{-1}\). In summary, except for brief instances, all days analyzed in this study can be approximated as clear days for radiation computations.

The analysis was completed for clear day conditions using time series of hourly meteorological variables for the 28 day in February of 2009 (hereafter referred to as 28 day ensemble). Median temperatures vary between 5 and 6°C early in the morning (2 am local time) and later in the evening (8 pm local time). The data also show a diurnal maximum of 13°C. Upper quartiles were about 5 to 8°C above median values while lower quartiles were about 5 to 7°C smaller and follow a diurnal cycle as well. The data show a wide range of variations as temperatures fluctuated between -10 to 20°C. Similar time series for air temperatures from the HOBO station (not shown) exhibited a very similar pattern except that temperatures at 0.5 m were slightly higher.

The median wind speeds show small values of 0.7 m sec\(^{-1}\) in the early morning (2 am local time) and in the evening (8 pm local time), while it increased up to 3.2 m sec\(^{-1}\) between 11 am and 12 noon. Wind speed was reached up to 9.5 m sec\(^{-1}\) for the 28 day ensemble. The position of the medians also indicate that wind speed data are skewed towards higher values early in the morning while they are skewed towards lower values during the afternoon hours.
The median solar radiation peaked at 11 am with a value of 542 W m\(^{-2}\). The rather large spread in the data, particularly around noon, was brought about by the presence of clouds. The available energy flux \((R_{\text{net}}-\text{LS})\) for the 28 day ensemble at the surface as given by the difference between net solar radiation and lagoon heating computed as previously discussed (cf. Eq. 5 and 8). Median values reached up to 542 W m\(^{-2}\) at 11 am with fluctuations of about 600 W m\(^{-2}\) around this median values. Larger values of \(R_{\text{net}}\)-LS than those observed for solar radiation were due to higher atmospheric emissivities and rather small outgoing longwave radiation contributing to increase the available energy at the surface.

The 28 day ensemble of latent heat flux \((L_{\text{e}}E)\) with median values of about 453 W m\(^{-2}\) at 1300 h and with lower values both early morning and late at night of about 100 W m\(^{-2}\). The 28-day ensemble of sensible heat flux \((H)\) with median values reaching about 278 W m\(^{-2}\) at noon and with smaller values of about 100 W m\(^{-2}\) during early morning and late evening. Medians show a spread of about 300 W m\(^{-2}\) around noon. It is noted that values of \(H\) were significantly smaller by a factor of 1.5 than those of \(L_{\text{e}}E\) indicating that available energy at the lagoon surface was used mainly for evaporation to the atmosphere. These results are consistent with the lagoon being a source of heat and moisture to the drier February atmosphere.

Ammonia emissions from the swine lagoon were monitored using a photoacoustic gas analyzer. A pulley system was utilized to monitor the ammonia concentrations above the lagoon surface at 0.5 m and at a distance of 10 m from the bank of the lagoon. The ammonia concentrations were monitored continuously for twenty-four hours at a time, at least twice a week for the duration of the month of February. The ammonia concentrations were then averaged and normalized to a twenty-four hour cycle to account for the diurnal effect. The averaged ammonia concentrations ranged from zero to about 8.0 ppmv over the study period.

**Parameters selection:** Although there were few parameters obtained for this study, most of these were used to tabulate heat fluxes based on Bowen Ratio method (Bowen, 1926; Stull, 1988). In order to determine inconspicuous relationships between potential NN input parameters (Table 1) in relation to the target ammonia concentration levels, parameters which exhibit Pearson's correlation coefficients greater or equal to 0.9 with respect to the target variable were removed. In this regard, only 1.5 m \((T_{1.5})\) was eliminated from the data set as its respective correlation coefficient exceeded 0.99. Native parameter ranking algorithms in the STATISTICA 7.0 software package (Statsoft, Tulsa, OK) were then used to indicate which NN input parameters were the most "influential" on ammonia levels. Several additional parameter selection algorithms such as

<table>
<thead>
<tr>
<th>Variable</th>
<th>K-predictors (F-value)</th>
<th>Boosting tree (rank)</th>
<th>Random forest (rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface temp ((T_s))</td>
<td>25.90</td>
<td>92</td>
<td>79</td>
</tr>
<tr>
<td>Temp at 0.5 m ((T_{0.5}))</td>
<td>45.78</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Temp at 1.5 m ((T_{1.5}))</td>
<td>1.25</td>
<td>31</td>
<td>29</td>
</tr>
<tr>
<td>Net radiation ((R_{\text{net}}))</td>
<td>9.62</td>
<td>75</td>
<td>87</td>
</tr>
<tr>
<td>Lagoon heating ((G))</td>
<td>11.38</td>
<td>44</td>
<td>42</td>
</tr>
<tr>
<td>Sensible heat ((H))</td>
<td>4.29</td>
<td>72</td>
<td>52</td>
</tr>
<tr>
<td>Latent heat ((L))</td>
<td>15.29</td>
<td>85</td>
<td>63</td>
</tr>
<tr>
<td>(R_{\text{net}})(\text{-G})</td>
<td>2.58</td>
<td>41</td>
<td>33</td>
</tr>
</tbody>
</table>
K-predictors in STATISTICA and sequential-forward selection in WEKA 3.6 (http://www.cs.waikato.ac.nz/ml/index.html) were also implemented. However, the best NN model performances resulted by using the five highest ranking parameters under the Boosting Tree (Freund et al., 2003) and Random Forest (Stoppiglia et al., 2003) algorithms in STATISTICA 7.0. Based on the rankings shown the last two columns of Table 1, Surface Temp ($T_s$), Temp at 0.5 m ($T_0.5$), Net Radiation ($R_n$), Sensible Heat (H) and Latent Heat (L) were deemed important in predicting ammonia emissions from swine waste lagoon and therefore selected as input variables for simulating NN models.

**Development and validation of the predicted model:** The MLP neural network involves multiple fully connected layers. Except for the input nodes, each node is a neuron with a non-linear activation function. MLP neural networks utilize a supervised learning mechanism with back propagation for training. MLP is a modification of the standard linear perceptron able to distinguish data that is not linearly separable (Cybenko, 1989).

The dataset from Table 1 consisted of 305 measured instances which correlated with the ammonia concentrations. The 75 and 25% of the measurements were respectively used to train and test the MLP neural network models. In all, 1000 single hidden-layer neural networks were trained. The number of neurons in the hidden layer varied from 3 to 15 (Table 2). Table 2 summarizes the 5 best performing neural networks. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm was used to minimize sum of squared error (SSE)-which measures the MLP newural network accuracy-while building each neural network model (Gilbert et al., 2006). Multiple non-linear hidden and output activation functions, including identity, logistic, tanh and exponential, were used over the hidden and output neurons (not shown on table). The MLP neural networks successfully identify the non-linear relationship between the process variables as demonstrated with the low training errors shown in Table 2. The iteration number of the BFGS algorithm ranged between 88 and 241. Based on the native training and test errors, it appears that the MLP neural network with 7 hidden neurons (MLP 5-7-1) performed best with the selected input variables and an exponential output activation function.

Figure 1 and 2 show the normalized observed values in the test data set versus the corresponding MLP 5-7-1 predicted values of ammonia emissions from swine waste lagoon. Furthermore, resulting error measured for this specific MLP included: MAE of 0.018, MSE of 0.001 and SD of 0.031. Besides the temperature input variables, the various heat fluxes appear to have a major effect on simulating the ammonia emissions from swine lagoon. Most ammonia emission patterns (the highs and lows) were clearly recognized by the model with a few exceptions of extreme high experimental observed values. A reason for the discrepancy may have been because of noise in the data sampled.

<table>
<thead>
<tr>
<th>MLP structure</th>
<th>Training error</th>
<th>Test error</th>
<th>Train algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP 5-13-1</td>
<td>0.001724</td>
<td>0.000725</td>
<td>BFGS89</td>
</tr>
<tr>
<td>MLP 5-6-1</td>
<td>0.001983</td>
<td>0.001099</td>
<td>BFGS86</td>
</tr>
<tr>
<td>MLP 5-7-1</td>
<td>0.001394</td>
<td>0.001875</td>
<td>BFGS241</td>
</tr>
<tr>
<td>MLP 5-15-1</td>
<td>0.001586</td>
<td>0.001586</td>
<td>BFGS97</td>
</tr>
<tr>
<td>MLP 5-15-1</td>
<td>0.001868</td>
<td>0.000892</td>
<td>BFGS 153</td>
</tr>
</tbody>
</table>
Fig. 1: Measured and MLP neural network predicted ammonia concentrations. Each point on the temporal axis represents a 5 min interval.

Fig. 2: Correlation between measured and predicted ammonia levels. Solid line indicates a 45-degree line (one-to-one correspondence). Each experimental datum point represents average concentration over 5 min sampling periods (n = 300)

CONCLUSION

An artificial neural network analysis was carried out to examine the effect of heat fluxes on the emission of ammonia from a swine waste lagoon. Based on the results, incorporating various heat fluxes such as net solar radiation, sensible heat and latent heat of vaporization improves the accuracy of the Multi-layer Perceptron (MLP) neural networks predictive model on ammonia emissions. Therefore, it could be concluded that heat fluxes do affect the emission of ammonia from swine lagoon. Thus it is important to consider environmental conditions (i.e., meteorological parameters such as solar radiation, latent heat and etc.) in formulating management or abatement strategies for reducing ammonia emissions from swine waste lagoons or any other air pollutant emissions from livestock waste receptacles.
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