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ABSTRACT
In this study, the bag-of-visual-word based medical image classification technique was investigated. A new approach for medical image classification was proposed by introducing multi steps image classification using three different visual vocabularies. First, image is classified into general category by constructing that level of vocabulary. In second step image is classified into middle level by building another type of vocabulary and in last step specific vocabulary is calculated to perform exact classification. The proposed algorithm was evaluated on IRMA 2005 database consisting of 9,000 medical x-ray images of 57 classes. The accuracy rates obtained from three vocabularies are 95, 92 and 90%.
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INTRODUCTION
Over the last decade, huge amount of images are produced in the areas of education, entertainment, geographical information, remote sensing systems and medicine. Medical images in particular, are produced daily in large amount of various imaging modalities e.g., Computer Tomography (CT), Magnetic Resonance Imaging (MRI), X-rays, etc. Consequently, this gives us a challenging problem of developing a system that can provide effective and efficient management of these valuable resources and able us to quickly and accurately search and navigation through the enormous digital archives. Many automatic medical image clustering and classification technique were introduced by researchers (Goldberger et al., 2006, 2007; Greenspan and Pinhas, 2007; Mueen et al., 2007) in recent years. The main task for clustering and classification of images is extracting visual features of the image which is one of the most important aspects of such approaches (Muller et al., 2004). A visual feature includes color, texture and shape image characteristics. Shyu et al. (2002) used feature extraction based on physicians perceptual categories and claim better retrieval accuracy than traditional approaches. Mueen et al. (2007) introduced new medical image classification method by using multi-level features. Coelho and Ribeiro (2010) suggested an approach using global descriptors from MPEG7, GIST and compact composite descriptors for medical image retrieval. Many other published studies (Kim et al., 2010; Tian et al., 2008; Wang et al., 2011) used visual features for clustering and categorizing objects for medical image retrieval. A recent trend in Medical Content-Based Image Retrieval (M-CBIR) is to use state-of-the-art SIFT features (Lowe, 2004) and the bag-of-visual-words (Sivic and Zisserman, 2003) image representation for large scale image retrieval system. The bag-of-visual-words representation is inspired from text retrieval techniques (Squire et al., 2000) and now becomes a well known method in content-based image retrieval and object recognition. In this approach, SIFT descriptor (Lowe, 2004) is used to describe regions of interest within the image as feature which is
both scale rotation invariant. A local descriptor is then quantized into a visual word depending on a size of visual vocabulary. Each image is represented as a histogram of visual words and similarity between images is calculated by matching their histograms. Impressive results have been achieved with this approach in recent years. Furthermore, various approaches have been proposed to make bag-of-visual-words technique more effective and efficient (Liu et al., 2008; Quack et al., 2007; Aly et al., 2009). In the present method the image patches were used as visual words that are clustered to form a dictionary (Avni et al., 2009). This approach is evading the need for explicit object detection features which has been successfully applied to scenery image classification tasks (Nowak et al., 2006). The concept modeling was also considered for organizing concepts and knowledge representation which help medical image retrieval system to extract potentially relevant images from the image database. Most of existing medical image classification techniques do not consider the hierarchical relationship between different levels (Breen et al., 2002). Therefore, in this study, multi-level classification of image using three different vocabularies of visual words are presented.

MATERIALS AND METHODS

Benchmark image database: In this study, the research database used is from IRMA x-ray library (Lehmann, 2013). It consists of 9,000 training set and 1,000 test set radiograph images. Training set is classified into 57 predefined classes. Figure 1 shows some images from different classes. The medical radiographs collected randomly from daily routine work at the RWTH University Hospital of Aachen, Germany.

Classification of these images is non-trivial task (Pinhas and Greenspan, 2004) due to the high intra class variability and inter-class similarity among classes, presence of clothes, jewels and medical instruments and imbalance of training samples, whereby some classes have a huge number of samples; for example class 12 has 2563 images and class 2 has only 32 images.

Bag-of-word based medical image classification framework: The present framework was presented for the task of medical image classification. The block diagram of the proposed framework is show in Fig. 2. The framework is composed of three phases: Feature extraction phase; vocabulary

Fig. 1(a-f): Images from different classes
Fig. 2: Medical image classification framework

construction phase and classification phase. The patches are sampled around every pixel using fixed patch size. These patches are clustered to form visual vocabulary of visual words. Then, the patches are extracted from all the training images and mapped to the cluster centers to create each image a histogram of visual words. Histogram intersection is used as similarity measure with Support Vector Machine (SVM) classifier for classification:

- **Representation of images**: Appropriate feature representation significantly increases the performance of medical image classification and retrieval systems. Various approaches have been proposed to detect more discriminative features form image (Lowe, 2004) that are locally extracted from image. In this study, the local patches were extracted which have shown promising results for object classification and retrieval task (Avni et al., 2009). A patch around every pixel is extracted but patches along the border of an image are considered noise and are excluded. Let, \( X \) be a bag of features of an image and \( \{x_i\}, i = 1, \ldots, L \) be a collection of local features extracted from \( X \). The patch size of 9×9 pixels was used and Principal Component Analysis (PCA) was applied to reduce data dimensionality from 81 to 15. All the patches with single intensity value of black are eliminated:
• **Construction of vocabulary:** Next step in implementation of bag of visual words is the vocabulary construction based on a representative set of images. The main step in vocabulary building is clustering the patches. This task is performed using vector quantization process which usually done by k-means clustering algorithm. Let, \( V \) be a visual vocabulary then \( V = \{v_1, ..., v_K\} \) with \( K \) visual words for all images to get word vector representation. Once the cluster centers are recognized, each feature vector in an image is assigned to a cluster center using nearest neighbor method with a Euclidean metric and lastly each image is represented as histogram of these cluster centers by simply counting the occurrence of the words appear in an image.

• **Classification:** The multi-class Support Vector Machine (SVM) classifier is used for classification. Bag-of-visual-words representation was extracted from training dataset. Then it was used as inputs to SVM classifier to build the model. The training dataset divided into two parts. The first part was 80% images used to construct the classification models and the remaining 20% of the training images were taken as for test images for evaluation purpose of the generated model.

**Hierarchical classification:** IRMA medical image database is classified into 57 predefined classes and each class has been annotated with short description. Using this annotation, three level of hierarchy was constructed (Mueen et al., 2008). In this study, three visual vocabularies were created according to each level of hierarchy. First vocabulary contain descriptors from all the 57 classes, second vocabulary consist of 29 classes descriptors and third and last vocabulary from 9 classes according to hierarchy. Every image in training and test stage clusters into three different vocabularies. Therefore, the classification has three phases. First, the image is classified into one broad class that is one of the main 9 classes. In second phase, image is classified in one of 29 middle level classes. Third phase gives exact classification which is classification in one of the 57 classes.

**Experimental evaluation:** Each class in the database contains different number of sample images. Number of training images in some classes are very high and other classes have limited training images. This unbalanced number of training images may affect classification results because most probably few classes may dissolve into other classes at training stage. There are 57 different image classes within the archive, they are differing in either the examined region, the image orientation with respect to the body or the biological system under evaluation. The distribution of the images across the categories is non-uniform the most common class contains over 25% of the images in the database while few categories are represented by less than 0.1% of the images.

**Comparison:** In this experiment, Bag-of-Visual-Words technique is used. Therefore, the size of a vocabulary is an important factor for the classification performance. Different vocabulary size has been considered starting from 200 words followed by 300, 400, 500 and 600 words.

Two classifiers, SVM and k-NN are compared. The SVM is generally used for statistical learning and classification. Mostly, SVM classifier deals with binary classification problem but currently two multiple classification approaches, one-against-one and one-against-all are also in use. In our experiment, we have chosen one-against-all due to its speed. The second most commonly used classification method k-NN is used for further comparison. The measurement used to compare classification results is the average accuracy, that is:
RESULTS AND DISCUSSION

In the present experiment, the input image was represented as collection of small patches. The image patch was essentially cropped around every pixel, using a patch size of 9×9 pixels. The sample image patch was clustered to form visual vocabulary. The results shown in Fig. 3 refers, to the correctness rates of different vocabulary size. The vocabulary sizes we consider are 200, 300, 400, 500, 600. As illustrated in Fig. 3, increasing the vocabulary size improves the classification accuracy. Based on these experiments, the best performance was achieved with vocabulary size of 500 words. This result is strange as compare in natural image classification and retrieval.

Normally, in natural image database vocabulary size is between 1-10 k (Jegou et al., 2010). However, in medical domain the present result shows that medical image classification needs less vocabulary size than what is normally used in natural images classification. This is due to the fact that natural image contents are much more complex than medical image contents. Furthermore, the present result can be confirmed by other studies (Avni et al., 2009). They obtained very good medical image retrieval results with a vocabulary size of 700 visual words only. Figure 3 also demonstrates that SVM classifier perform better than K-NN classifier with an average rate of 90% which is 4% more than the K-NN classifier. Specially in medical domain classification performance of SVM classifier outperform other classifiers which has been proved in many studies (Zare et al., 2013; Avni et al., 2011).

For hierarchial classification three experiments were performed under three vocabularies (one vocabulary at each level). The hierarchical approach improved the result about 5%. Concept hierarchy defines the semantic image concepts and their logical associations. The first level of semantic hierarchy covers more general perceptions and then they become more specific at lower levels.

The present experiment involves three level hierarchies with three vocabularies: each level contains one vocabulary. The first level of hierarchy consists of 9 main concepts which correspond to 9 main regions of human body. Second level contains 20 concepts. The last and most specific, level contains 57 concepts.

The accuracy of the first level with the vocabulary of 9 classes achieved was 95%; the middle level with 20 classes obtained an accuracy of 92%; the third level accuracy was 90%. Classification results of each class for all three levels are shown in Fig. 4a-c.

![Graph showing the accuracy of SVM and K-NN classifiers](image)

Fig. 3: Effect of vocabulary size, for SVM and K-NN classifiers
Fig. 4(a-c): Classification results of (a) 1st, (b) Middle and (c) Last level classes

In multi-vocabulary image classification, images are classified into most relevant image concept. The present approach uses concept hierarchy with the combination of visual vocabularies. For each level of hierarchy, one vocabulary was constructed to classify image in relative classes. Other than medical images text keywords used for object classes and image concept become the text keywords for annotation and classification (Gao et al., 2006). In contrast the present approach uses concept hierarchy which represents hierarchical knowledge and organization and for each level of hierarchy one vocabulary was built to categorize image in relative classes.
CONCLUSION

In this study, a novel hierarchical-based medical image classification technique was presented. The classification was done by three classification steps with three separate visual vocabularies. Instead of absolute decision for a class, the proposed technique decides first about broad category which is the first level of hierarchy. In second step, new visual vocabulary was constructed with combination of different classes according to the middle level of hierarchy. Lastly, third vocabulary was calculated to specify the exact class of an image. In order to improve the discriminative power, bag-of-visual-word is used to extracted patch on each pixel. The experiment results show the strength of our method. The present study uses simple multi-level hierarchy; one future work is to build more interrelation between levels. In addition, the present study can be used in an online medical image classification and retrieval system.
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