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Abstract: In this study, we propose an efficient hybrid feature subset selection method to overcome the curse

of dimensionality and to obtain good learming  performance on classification problems. The proposed method
mncludes two steps: Scheming an evaluation function to create the rank of the feature significance,

constructing a new Binary Search Feature Subset (BSFS) algorithm to generate the optimum feature subset.
We have applied the proposed method on a Modular Perceptron Network (MPN) to learn the realworld
datasets. It shows that from the experimental results the feature of the mput data can be decreased largely
(less 75%~88%), the data presentations are reduced (less 67%~ 91%) and a small size MPNs can be procured
with learning and testing performance maintained as the good level as before.
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INTRODUCTION

Many factors affect the accuracy and efficiency of
pattern recognition/classification tasks. The quality of
the data 1s one such factor. Generally the features of data
have variant significance, such as relevant, irrelevant,
redundant or noisy. If the information i1s wrelevant,
redundant, noisy or unreliable, then the knowledge
discovery during the training is more difficult or has bad
performances. Feature selection method 15 an important
process of searching and removing as much of the
irrelevant and redundant features as possible, from a
larger set of candidate features, ideally necessary and

Pattern  Recognition™,

sufficient to perform the
Classification™, Clustering™ and Data Mining™ problems.

Feature selection is a process that selects a subset of
original features. The optimality of a feature subset is
measured by an evaluation criterion. A general feature
selection process consists of four basic steps, namely,
searching subset, evaluating subset, stopping criterion
and testing/validating result. Subset searching is a
computing procedure that produces candidate feature
subsets for evaluation based on a certain computation
and search strategy. Each candidate subset 15 evaluated
and compared with the previous best one according to a
certain evaluation criterion. If the new subset turns out to
be Dbetter, it replaces the previous best subset. The

process of subset search and evaluation is repeated until

a given stopping criterion is satisfied. Then, the selected
optimal subset usually needs to be validated using one of
the learning machine.

One popular categorization has grouped different
feature selection methods into two broad groups: the filter
approach and the wrapper approach™. In the wrapper
approacht’”, the feature reductionfselection algorithm
exists as a wrapper around the learming algorithm, such as
neural network!"*'"! Bayesian classifiers!"", support vecter
machine!*'?. The Filter approach™'” attempts to assess
the merits of feature from the data, ignoring the
learning algorithm, such as Distance measure!™,
Information theory!"™™!, Dependency''”, Consistency™'.
Wrappers generally give better results of performance
than filters because of the interaction between the
best feature subset search and the learming scheme’s
inductive bias. But unproved performance forks out the
cost of computational expense. Recently, many
researchers™ ! attempt to take the advantages of the
filters and wrappers approaches and then integrate a new
hybrid approach.

A new novel hybrid method 15 proposed mn this
study that the features of the input space 1s reduced and
the complexity of the created neural network is simplified
applied to MPN+DCL+WE methodology®™. The feature
subset selection method includes two steps:

»  scheming an evaluation function to create the rank
of the feature significance,
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Fig. 1. The architecture of a Modular Perceptron Network: (a) divide-and-congquer learning engine, (b) intergration

engine

¢ constructing a new Binary Search Feature Subset
(BSFS) algorithm to generate the optimum feature
subset. We have applied the proposed method on a
Modular Perceptron Network (MPN) to learn the
realworld  datasets. It shows that from the
experimental results the feature of the input data can
be decreased largely (less 75%~88%), the data
presentations are reduced (less 67%~ 91%) and a
small size MPNs can be procured with learning and
testing performance maintained as the good level as
before.

*This study was supported by the National Science
Council, Republic of China, under contract NSC
93-2213-E-231 -004

Modular perceptron networks: The architecture of the
proposed Modular Perceptron Networle (MPN) is shown
in Fig. 1. As mentioned, the MPN consists of two
modules: the Divide-and-Conquer Learning (DCL) Engine
and the Tntegration Engine (TE). The DCIL Engine, which
consists of a set of self-growing MLP subnets, performs
training data partitiomng, subnet self-growing and weight
learning. The Integration Engine is a self-growing
two-layer feed-forward neural network with the
Heaviside (hard-limit) activation function at each hidden
and output neurons. Acting as a gating network of the
MPN, the Integration Engine performs the function of a
mediator among the subnets m the DCL Engine. The
mumber of output neurons of the Integration Engine is
equal to the number of subnets in the DCT. Engine.

We have proposed two learming algorithms: one 1s
the error correlation based Divide-and-Conguer Learning

(DCL) scheme'™! and the other is the Weight Estimation
method™ . According to the error correlation scheme,
the DCL divides a complex training data set into two
subsets, one is an easy to learn region, and the other
15 a hard to learn region. And, then a new MLP is
created to leamn the hard region, in the meantime the
original MLP continues to learn the easy region. The
divide and conquer process continues until all the traming
data are learned successfully. Tt can be seen that the
mumber of input data subregions and the number of
MLP subnets were created by the system itself,
instead of being predicted by neural networlk designers or
users. Before the standard error backpropagation learning
process is conducted in the subset Weight Estimation
for the subnet is applied first. The Weight Estimation
method, which is motivated by Oriented principal
component analysis, seeks to guide the imtial weight
vector toward the desired orientation so that faster
weight learning and less subnet creating can be
achieved during the construction of the MPNs. DCL
with the WE scheme can effectively deal with the slow
learning and the unpredictable network size (ie., the
number of lidden units) problems m the design of an
ML P-based system.

The evaluation and reduction algorithm: We proposed
a fast and efficient feature reduction method. The
procedure is to combine the merits of filter approach
and wrapper approach. First, we use evaluation
function to determine the significance of features, and
then the fast selecting subset algorithm provides an
candidate feature set, finally, learning algorithm makes
sure the performance of optimum subset of features.
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The concept of Fisher Discriminate™® is chosen as a
evaluation principle to reduce the features of the
dataset. The method is to preprocess the data so as to
reduce 1ts features before applying a classification
algorithm.

We consider the generalization of the Fisher
discriminate to several classes, and we will assume that
the features of the mnput space 1s greater than the number
of classes. The mput vector x 1s projected onto a vector
v given by

y=W'x M

where, W is a projection matrix
The mean vectors of the K'th class are given by

1
m, =—— X_n (2)
N, &
The within-class scatter of the transformed data from
class C, 1s described the within-class covariance given by

8, = ¥ xX"-m)(x"-m, ) €)]

neCy

Sy 18 the total within-class covariance matrix, given by

Q=

w

S, @

ble

k=1

Sg 18 the between-class covariance matrix and 1s given by
Sp = i N, (m, —m)(m, —m)" ®
k=1

where m 1s the mean of the total data set

1 5 1 =«
m=—¥x"=—3YN, m ©
anzl Nk% B

We can make the dependence on W explicit by using
above equations to construct the Fisher discriminate
criterion as follows:

JOW) = Tri(Ws, Wy (WS, W™ 9.

To explan the criterion sumply, a two-class problem
whichhas N1 data of class C, and N, data of class C,
15 considered. From (2) m;, m, are obtained. It might be
thought of defining the separation of the classes, when
projected onto w, as being the separation of the projected
class means. This suggests that w is chosen to be the
Max I,

m, —m, :WT(m2 —ml) ]

where S; 1s the between-class covariance matrix and is
given by

3g =(m, —m,){m, —m, )T ©

The resolution proposed by Fisher 1s to maximize a
function which represents the difference between the
projected class means, normalized by a measure of the
within-class scatter along the direction of w. The
within-class scatter of the transformed data from class C,
1s described the within-class covariance, given by

S = 2 (yn 7mk)2 (10)

neCy
and 1s the total within-class covariance matrix, given by

Sy = ¥ (x" —m)(x" —m, ) +
nely (11)

I (% -m,)(x" —m, )’

and the total within-class covariance for the whole data
set is defined to be simply s, + s%,. Tt therefore arrives at
the Fisher criterion given by

I{w)=(m, —m, ) /s +5,%) (12)

The evaluation function is used to determine the
significance of each feature. The features are ranked
depending on the significance value. According to the
order of decreasing progressively, we obtain a new
ranking feature set. This 1s a filter approach, the first
part, in we proposed the hybnid procedures (Fig. 2.). To
construct a candidate ranking features. From the feature
set, we understand the importance of each feature, but we
do not know that the boundary of the feature set is
optimum. For the reason, we need to construct a fast
search algorithm for the good feature selection and for
higher performance, the wrapper approach 1s adopted in
my proposed hybrid procedure.

The Modular Perceptron Networle (MPN) is used and
a Binary Search Feature Subset algorithm (BSFS) is
developed.

Given a trained MPN with the set of all features
F=1{f £, fy} as its mput, the learning and testing
performance are computed and treated as a reference. In
iterative  training process, if the learning/testing
performance of the input dataset can keep fitting the
system requirements, then the updated feature set has to
be evaluated and the weight vector of the MPN is also
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Fig. 2. The efficient hybrid feature subset selection

method procedure flowchart

estimated again. For reducing the computational time,
we use the bmary search concept to construct a
feature reduction algorithm named Binary Search Feature
Set algorithm (BSFS). The algorithm can decrease the
searching optimum feature set time i wrapper approach.
The procedures of the algorithm are described as follow:

o TetF={f, 1, . fu} be the set of all input features.
We separate the dataset mto two sets based on
normal distribution: the traiming set and the testing
set. Let the? be the allowable maximum drop in
performance on the testing set.

*  Compute the Sigmficance Index (SI) of the features in
training dataset and arrange for full features to a
decreasing order sequence array depending on SI.

¢ Initially, the MPN is trained based on previous
section techmiques using full features dataset. The
Prumne performance and P, . performance are
obtained as a reference of the evaluation procedure.

¢ all flag(i) are zero (i=1...N) and Left=1; Right=N,

*  Adopt bmary search concept to find the index na
adequate range.

LLeﬁ+ RightJ
m= B —

s Create a candidate subset: F' = {f,, f,....... £}
» The MPN 18 trammed with F'. The traming
performance P' .. and P' .. performance  are

found.
o If the difference of the testing performance
Ptesting - Pt;sting iS larger than A

Then flag (m) = -1 and calculating
flag (m)* flag (m+1) =

If o=-1

Then F'., 1s the optimum feature subset and the
performance P, is accepted TFinish the process
Else Left=m +1
Feedback step 5
End
Else
flag (m) = +1 and
flag (m)* flag (m-1) = ¢
fo=-1

Then F', is the optimum feature subset.
and the performance P, ., is accepted
Finish the process

Else

Right = m-1
Feedback step 5
End

End

In the above procedures, we can attention three
points:

*»  We use the concept of Fisher Discriminate to decide
the importance in each feature fast.

*»  Weadopt a learmung machine (MPN) to generate the
higher accuracy performance.

*  We construct a Binary Search Feature Set algorithm
(BSFS) to decrease the longer computation time of
the wrapper approach. The efficient hybrid feature
subset selection method can overcome the curse of
dimensionality and to obtam a better leaming
performance on classification problems.

RESULTS AND DISCUSSION

The experiments explore the classification ability
of the MPN on the realworld datasets™. We select
three datasets to proceed the experiments to identify the
proposed algorithm. The selected datasets include
the Pima Indians. Diabetes dataset(768 mnstances of
eight realvalued features), the Credit Approval dataset
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Table 1: Performance of feature reduction of different neural networks
on the pima indians diabetes dataset™. Numbers in ( ) indicates
the standard deviation

Types of NN No. of Features Training accuracy(%o) Testing accuracy(%o)

MPN 8.00(full) 78.75(1.37) 74.78(1.89)
MPN 5.00 78.48(1.55) 75.32(1.78)
MPN 3.00 77.44(2.31) 74.38(2.53)
MPN 2.00 77.41(2.11) 75.27(1.96)
Setionol® 2.03(0.18) 74.02(6.00) 74.29(3.25)
NBBFSID 4.4 76.03(1.60)
Paetzl®! 3.0 73.11(1.74)

Table 2: Performance of feature reduction of different neural networks on
the credit approval dataset®™. Numbers in ( ) indicates the
standard deviation

Types of NN No. of Features Training accuracy(%6) Testing accuracy(%o)

MPN 15.00(full) 85.81(1.42) §5.37(1.33)
MPN 8.00 85.64(1.29) $5.45(1.40)
MPN 5.00 85.59(1.32) §5.42(1.33)
MPN 3.00 85.60(1.32) 85.43(1.33)
MPN 2.00 85.59(1.49) §5.42(1.55)
I3[ 5 0.3

C4.5,, 5 $1.8

(690 instances each has 15 kinds of characteristics)
and the Voting Records dataset (435 instances of 16
boolean valued features). All the experiments are done
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0
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Fig. 5 Recogmtion performance of the Credit

Approval dataset vs. number of feature
reduction for a simple MLP based MPN
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Fig. 6 Number of subnetworks of the credit approval

dataset vs. number of feature reduction for a
simple MLP based MPN

with a randomly selected partition of the data into half
training and half testing data. The results are mean values
of 30 repetitions, each with different random testing data.

The pima indians diabetes dataset: The results of this
experiment are shown in Fig. 3. The solution is reached
that two dimensions are enough on the dataset for
classification problems. The performance of two
dimensions dataset are compared with that of full
dimensions dataset only little difference that can be
1gnored.

Figuwe 4, the dimensions are reduced and the
of the in the
It is concluded that the dataset is a more

number subnetworks are increased
problem.
complex problem. For keeping a good recognition
performance, the MPN must increase the number of the
subnetworks to make up for the loose of the feature

reduction. The number of the presentation also is
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decreased (from 3.61 x 104 to 1.23x 104 ), because the
number of the feature of the weight vector is decreased.
The learning results are compared with the results of
other researches™™"" (Table 1).

The Credit Approval dataset: The results of this
experiment are presented m Fig. 5. The performance of
two feature dataset 15 compared with that of full feature
dataset only little difference. The feature are reduced
but the number of the subnetworks only one in the
problem (Fig. 6).
performance, the MPN may not increase the number of the
subnetworks to make up for the loose of the feature
reduction. The number of the presentation also is
decreased (from 5,520 to 1,035). The learning results

11]

For keeping a well recognition

and the results of the other researches!'! are shown in

Table 2.

Table 3: Performance of feature reduction of different neural networks
on thevoting records dataset™. Numbers in ( ) indicates the
standard deviation

Types of NN No. of Features Training accuracy(%) Testing accuracy (%0)

MPN 16.00(full) 95.85(1.38) 94.33(1.40)
MPN 9.00 95.32(141) 94.19(2.07)
MPN 5.00 94.62(1.63) 94.13(2.11)
MPN 3.00 94.92(1.18) 94.97(1.27)
MPN 2.00 92.83(3.32) 93.07(2.73)
MPN 1.00 95.31(1.05) 95.98(1.07)
Setiono™  2.03(0.18) 95.63(0.43) 94.79(1.60)
D3 8 94.7

4,500 8 94.5

The voting records dataset: The results of the

experiments are presented in Fig. 7. The performance of
training and testing can keep well until the fifteenth
feature is removed. The solution is obtained that one
feature is enough on the dataset for classification
problem. The dimensions are reduced but the mumber
of the subnetworks only one in the problem (Fig. 8). For
keeping a well recogmition performance, the MPN may not
increase the number of the subnetworks to make up for
the loose of the feature reduction. The number of the
presentation also 1s decreased (from 3,900 to 460). The
learning results and the results of the other researches!"!
are arranged in Table 3

CONCLUSION

In this study, we proposed an efficient hybrid
feature subset selection method to overcome the curse of
dimensionality and to obtain good learmng performance
in classification problem. The method keeps the
advantages of both the filter approach and wrapper
approach, one is the fast computing of filter approach and
the other 1s the lugh performance of wrapper approach.
The ranking of significance of features and Binary Search
Feature Subset algorithm are applied to MPN+DCLAWE
architecture. The procedure can identify and remove a

great deal of the minor, irrelevant and redundant
features. The experimental results obtained by
learning three realworld datasets show that the

performance of traming and testing can be maintained
as the good level as before. The features of the wnput
space are reduced sigmficantly and the complexity of the
divided subnet 1s simplified.
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