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Abstract: ITmputation is a class of procedures that aims to fill the missing values with estimated ones. This
method involves replacing missing values with estimated ones based on some information available in the data
set. There are many options varying from naive methods like mean or mode imputation to some learning
methods like 4.5°C based on relationships among attributes. In this research the use of K-Means algorithm 1s
analyzed as a new approach to treat missing values. This research is to evaluate the efficiency of K-Means
umputation algorithm as an mmputation method to treat missing data, comparing its performance with the
performance obtained by Mean, Median, Mode and 4.5°C.
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INTRODUCTION

No quality data, no quality mining results (Jiawei and
Kamber, 2006). Data quality 13 a major concern m Data
mining and other correlated area such as Machine
learming. Data preparation can be more time consuming
than data mining, so it is a challenging task as data mining
(Acuna and Rodriguez, 2004). There has been a large
increase in the amount of knowledge for dealing
with incomplete data on fields such as education
(Poirier and Rudd, 1983), economics (Johnson, 1989),
psychometrics (Brown, 1983), medicine (Berk, 1987),
nursing (Musil ef af., 2002) and finance (Geoff Morgan,
2002) etc. As most Data mining algorithms induce such as
knowledge strictly from data, the quality of knowledge
extracted 15 largely determined by the quality of
underlying data. One relevant problem in data quality is
the presence of missing data. It 1s occurred m the phase
of data collection.

Missing values are a common occurrence in raw data
sets and are problematic to model generation in different
fields of study. Development of methods to mediate the
trouble these impute values cause, could increase the
usefulness of these valuable datasets. There are a number
of alternative ways of dealing with missing data
(Shichao et al., 2005, Chi-Chun and Hahn-Mmg, 2004;
Mei-Ling et al., 2005; Dubes and Jain, 1988) and this
document 15 an attempt to outline some of these
approaches.

THE TREATMENT OF MISSING VALUES

Missing data treatment methods can be divided into
three categories, as proposed m Little and Rubin (2002).

Ignoring and discarding data: There are two main ways to
discard data with missing values. The first one is known
as complete case analysis; 1t 1s available, in all statistical
programs and is the default method in many programs.
This method consists of discarding all instances with
missing data. The second method is known as discarding
instances and/or attributes. This method consists of
determining the extent of missing data on each mstance
and attribute and deleting the mstances and/or attributes
with high levels of missing data. Before deleting any
attribute, it 1s necessary to evaluate its relevance to the
analysis. Unfortunately, relevant attributes should be kept
even with high degree of missing values.

Parameter estimation: Maximum likelihood procedures
are used to estimate the parameters of a model defined for
the complete data. Maximum likelihood procedures that
use variants of the Expectation-Maximization algorithm
(Dempster ef al., 1977) can handle parameter estimation n
the presence of missing data.

Imputation: TImputation (Dagian and Yang, 2005;
Fuluthelo et al., 2007) 1s a class of procedures that aims
to fill in the missing values with estimated ones.
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The objective is to employ known relationships that
can be identified in the valid values of the data set assist
m estimating the missing values. This research focuses on
imputation of missing data.

IMPUTATION METHODS

Imputation methods (Musil et «l., 2002) involve
replacing missing values with estimated ones based on
some information available m the data set. There are many
options varying from naive methods like mean or mode
imputation (Cristian et «l., 2003) to some more robust
methods based on relationships among attributes. This
study surveys some widely used mmputation methods,
although other forms of imputation are available.

Case deletion: This method consists of discarding all
mstances with missing values for at least one feature. A
variation of this method consists of determiming the extent
of missing data on each instance and attribute and deletes
the instances and/or attributes with high levels of missing
data. Before deleting any attribute, it 1s necessary to
evaluate its relevance to the analysis.

Statistical imputation: This is one of the most frequently
used methods. Tt consists of replacing the missing data
for a given feature by the mean or mode or median of all
known values of that attribute in the class where the
instance with missing attribute belongs (Laird and Rubin,
1987 Little and Rubin, 2002).

Hot deck and cold deck imputation: In hot deck method,
a missing attribute value is filled in with a value from an
estimated distribution for the missing value from the
current data. In Random Hot deck, a missing value of an
attribute is replaced by an observed value of the attribute
chosen randomly. Some cold deck imputation methods are
similar to hot deck method, but in this case the data
source to choose the imputed value must be different
from the current data source (Acuna and Rodriguez,
2004).

Imputation using a predicate model: Prediction models
are soplusticated procedures for handling missing
data. These methods comsist of creating a predictive
model to estimate values that will substitute the missing
data. The attribute with missmng data 1s used as the
response attributes and the remaining attributes are
used as input for the predictive model. An important
argument in favor of this approach is that, frequently,
attributes have relationships among themselves. Tn this
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those correlations could be used to create a
regression

way,
predictive model for classificaton or
(Mundfrom and Whitcomb, 1998).

KNN imputation: Tn KNN imputation, the missing values
of an instance are imputed considering a given number of
instances that are most similar to the instance of interest.
The similarity of two instances 15 determined using a
distance function (Cover and Hart, 1967).

Imputation using decision tree algorithms: The decision
tree building algorithm deals with the problem of missing
values. JTan H. Witten and Eibe Frank (2005) outlined a
solution that involves notationally splitting the instances
into pieces, using a numeric weighting method and
sending part of it down each branch. Eventually, the
various parts of the instances will reach the leaf node and
the decisions at these leaf nodes must be applied to
partial instances. Instead having integer counts, the
weights are used. The same weight procedure 15 used to
partition the training set once a splitting attribute has
been chosen, to allow recursive application of the
decision tree formulation procedure on each daughter
nodes. Instances for which the relevant value 1s missing
are notationally splitting the instances into pieces, using
a numeric welghting method and sending part of it down
the various braches. Pieces of the instance contribute to
decisions at lower nodes m the usual way through the
information gain calculation. They may be further split at
lower nodes, if the values of other attributes are unknown
as well.

The CN2 algorithm (Peter and Niblett, 1988) uses
rather simple imputation method to treat missing data.
CN2 combines the efficiency and ability to cope with
noisy data of ID3 with if-then rule from and flexible search
strategy. The representation for rules output by CNZ2 1s an
ordered set of if-then rules, also known as a ‘decision list’.
CN2 uses a heuristic function to estimate search during
rule construction, based on an estimate of noise present
in the data. Every missing value filled in with its attribute
most common known values, before calculating the
entropy measure. This results in rules that do not
necessarily classify all the training examples correctly.

All the decision trees classifiers handle missing
values by using built in approaches. For instance, CART
replaces a missing value of a given attribute using the
corresponding value of a surrogate aftribute, which has
the highest correlation with the original attribute. About
4.5°C (Quinlan, 1993) uses a probabilistic approach to
handle missing data m both the training and the test
sample. About 4.5°C also contains a mechanism to re-
express decision trees as ordered lists of if-then rules.
Each path from the root of the tree to a leaf gives the
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conditions that must be satisfled if a case is to be
clagsified by that leaf Aboat 45°C generdizes this
prototype rle by dropping any conditions that are
irrelevard to the class, guided again by the hewistic for
estitn ating true error rates.

K-Means imp utation: F-Ieans imputation an extension
of basic K-Means (Dubes and Jain, 1988, Kafinan and
Roisseeww, 199007 that accounts for wnavailable values
that is K-Means impotation is similar to K-Deans
algorithun ot it handles the mizsing data in the data set.
Diefine K centroids, one for each cluster. These centroids
shoud be placed in a comning way because different
location causes different result. So, the better choice 15 to
place them asmuch as possible far away from each other.
The next step is to take each point belonging to a gven
data set and associate it to the nearest centroid. When no
point iz pending, the first step is completed and an early
groupage is done. At this point need to re-calewlate K
fiew centroids as barycenters of the clusters resulting
from the previous step. After these K new centroids, a
riew binding has to be done between the same data set
points and the nearest new centrodd A loop has been
geterated Az s remit of this loop may notice that the I
certroids change their location step by step until no more
changes are done Calewlate mean of all point in the
cluster. Let, us consider k is tomber of cluster, Let us
cotes der that K-manber of clusters the walue x, of the
m-th class, C, _ ismissing inthe K* chaster then it will be
replaced by

be uzed for reding the missing values. The following
section show the experim ental resalts for the Bupa CRIC,
Pima atid Breast data sets. Result is tabulated based on
the actiaal value and £ of actual walue, which is predicated
by each method. For better understanding the walues are
cotrverted into percentage.

& dataget without missing walue iz takery randomly
few walues in each row are removed. The rates of the
valie taken out are 2, 4, 6, 8, 10 and 12%, respectively. All
the five methods, nam ely bean, Median, Mode, 4.5°C and
K-Meatrz with mamber of clusters are applied to the
datasets with missing walues in order to obtain a non-
missing value data set. The table walues for each dataset
ate restricted for the results obtained, when the missing
wvalues are at 2%, The other results at 4,6, 2, 10 and 12%
ate givenin the graphs.

Thiz study shows the performance of mean, median
mode, 4 .5°C and K -Me s impoati on meethod Each graph
compates the performance of all methods, induced from
data with different lewels of missing walues on a set of
attributes.

Bupa data set: [n this dataset, when the missing walue i3
less, the performance of E-Mleans cluster 2 and cluster
3 iz better when compate to other methods When the
rrher of missing values iz bigh the performance of 4.5%C
algorithan  chtaned good results Table 1 gwes the
cothparative reslts for the Bupa dataset with mizssing
values at 2%, Figure 1-6 giwes the graph ohtained with
migsitng value at 2, 4, 6, 8, 10 and 12%, respectively.

Tu
T 2- — Breast cancer dataset: Missing data imputation with
LHuECa thim 4.5°C method provwides good remdt for all the cases in this
1]
where, 1, represents the munber of nonmissing values 50l 3 ijd
innthej-th feature of the k-th class. anl 10
= ®15
EIN =20
EEPERIMENT AMNALYSIS -/ ﬁ
RRANA *35
Four tmumetical data sets are taken for this research o ] :1‘;
The tahles given helow are used to obtan the missing g 8 g ; '-é E E E
data treatm erd methods, This research aims to determine = = * @ £ & 3
the petformance of getting missing vaues of different Moo @
methods, based on the resdt tables, the hest method can Fig 1: Ilissing walues at 2%
Tible 1. Copmparative Te outte forthe Bups ditacet-mmiesinge wabaes at 4%
Dlethode At 5 =10 15 20 +25 30 35 =40
Tleary 14 43 29 1] 14 0 0 0 0
Tledian 14 43 14 14 14 0 0 0 0
Mlode 1 a9 1 14 a9 0 14 0 14
4540 14 57 1 14 0 0 14 0 0
E- means chaster 2 14 43 14 14 14 0 0 0 0
-l ams ¢ Inster 3 i 43 1 14 0 14 0 0 0
B-le ame « lnster 4 29 29 14 ] 0 14 0 0 14
Dl ame ¢ lncter 5 14 43 14 1 i 14 i i 14
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Fig. 5: Missing values at 10%

dataset. Table 2 gives the comparative results for the
Breast Cancer dataset with missing values at 2%.
Figure 7-12 gives the graph obtained with missing value
at2, 4,6, 8, 10 and 12%, respectively.

Pima dataset: In this dataset, when the missing value is
less, the performance of 4.5°C is better when compare with
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Table 2: Comparative results for the Breast Cancer dataset-missing values

at 2%
Methods Act +2 +4 +6 +8 +10
Mean 14 57 21 0 7 0
Median 50 7 29 7 0 7
Mode 50 21 14 7 0 7
4.5°C 71 29 0 0 0 0
K-Means cluster 2 43 43 14 0 0 0
K-Means cluster 3 50 36 7 7 0 0
K-Means cluster 4 43 50 0 7 0 0
K-Means cluster 5 50 29 7 14 0 0

Table 3: Comparative results for the Pima dataset-missing values at 2%

Methods Act £2 +4 +6 +8 £10 +12 +£15 +20 425
Mean 0o 27 0 7 7 7 7 7 7 13
Median 7 20 0 7 13 0 7 0 7 13
Mode 13 o 7 0 0 O 0o 0 0 7
4.5°C 13 o o0 7 7 0 7 0 7 13
K-Meanscluster2 0 13 0 7 13 13 0 0 7 0
K-Meanscluster3 0 13 0 7 7 7 13 0 7 0
K-Means cluster4 0 13 0 7 7 7 13 0 0 0
K-Means cluster 5 7 0 0 13 0 13 13 0 0 0
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other methods. When the number of missing values is
high the performance of K-Means cluster 5 is superior.
Table 3 gives the comparative results for the Pima dataset
with missing values at 2%. Figure 13-18 gives the graph
obtained with missing value at 2, 4, 6, 8, 10 and 12%,
respectively.
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CMC dataset: In this dataset, the performance of C4.5 is
superior to the performance of other methods for the CMC
dataset. Median also obtained good result. K-Means
gives more number of near by values for all cases.
Table 4 gives the comparative results for the CMC dataset
with missing values at 2%. Figure 19-24 gives the graph
obtained with missing value at 2, 4, 6, 8, 10 and 12%,
respectively.
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Table 4: Comparative results for the CMC dataset-missing values at 2% 70
Methods Act +2 +4 +6 +8 +10  +12 60 |
Mean 33 63 0 4 0 0 0 50 » Act
Median 41 56 0 4 0 0 0 w0l °*i
Mode 22 37 26 4 4 0 0 0 i(,
4.5°C 59 33 4 0 0 4 0 .18
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K-Means cluster3 15 67 19 0 0 0 0 10 ¢ 12
K-Means cluster 4 15 67 19 0 0 0 0 o ML -
K-Means cluster 5 15 67 15 0 0 0 0 g g 3 9 o «© DA
= 3 2 % 5 § 5 3
2 = = = 5 3
. Act YV
20 a 2 . L.
Is . 4 Fig. 21: Missing values at 6%
" 46
10 i 3 L= 70 +
" £10
S“h |h' 1| ") Wi .
0. I ! J. JIME LB, Bl s 50 | . e
5 05 2 Y99 %% o 401 -
g = I
= 8 2 % § § § § 30 | " 16
= = = = = - 8
VRV RV 20 = 410
. L. 10 | +12
Fig. 17: Missing values at 10% 0! ' - i
g g .g g.) o~ <o} ~ s
§ E = ¢ » 2 DA
30 b= 3 = : g g g g
_ " Act > T 8 & g 2
25 . 2 v v VY,
20 ¢ " 4
15 5 s Fig. 22: Missing values at 8%
10 8] f " 110
5 1 | LIES ) 70
0! g . I ! I = £15 60
= s 2 19 (;: mm : -2 = £20 = Act
§ 5 S " ] ] 2 = = 425 50 =)
= = < § g § § 40 1 w4
VY 30+ " 16
20 18
Fig. 18: Missing values at 12% " =10
I +12
80 ol
70 + g g 3 © ~ 1) < %)
60 + * Act S 5 & 0w 2 g g g
50 ¢ s 2 = ﬁ = = § § § §
40 L ¥oM 2 M
30 " £6
2071 £ -5 Fig. 23: Missing values at 10%
10 =10 i
o Ma__Ma (] +12
g g 2 SIS o=+ " 70
= 8 2 2 § § § & 60 |
g = = = = 501 - Aa
VRV, )
40 | =
Fig. 19: Missing values at 2% 30 " £6
= +8
20 = +10
80 10 | +12
70
0! ; 4 i !
, Act
s -2 5 8 % Y o3 0% % %
50 , 4 = b5 p= < E § § §
40 . 56 = 2 = = =
30 L 48 VY VI
20 . 10
10 +12 Fig. 24: Missing values at 12%
o ” . -
s 5 ¢ v o990 I o00 .
€ 5§ & = g2 2 & & The complete results with several values of
15} 5] 31 o . . .
= = = = 2 K-Means imputation are given. The performance of
VY VY,

Fig. 20: Missing values at 4%

mean, median, mode, 4.5°C and K-Means imputation
methods are shown. Each graph compares the
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performance of all methods, induced from data
with different levels of missing values on a set of

attributes.
CONCLUSION AND LIMITATIONS

Missing data imputation can be harmful because even
most advanced imputation method 13 only able to
approximate the actual value. The predicated values are
usually better-behaved, since they conform to other
attribute values. This research analyses the behavior of
five methods for missing data treatment: Mean, Median,
Mode, 4.5°C algorithm to treat missing data and K-Means
for missing data imputation. These methods are analyzed
mserting different percentage of missing data mto
different attributes of four data sets, showmng promising
results. For the data sets Bupa, Breast Cancer and Pima
the K-Means imputation provides good result in most
cases.

The proposed approach 1s analyzed and checked with
only numerical attributes. Tn future, it can be extended to
handle categorical attributes. In addition, studies can be
conducted with additional datasets to see, if the results
carry over to those dataset as well. The same work can be
extended for large datasets as well as increasing the
number of clusters. The methods m this research can be
compared based on other factors like time, space, cost etc.
The behavior methods can be analyzed when missing
values are not randomly distributed For an effective
analysis, not only the error rate has to be inspected, but
also the quality of knowledge induced by learning system
should be considered.
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