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Abstract: Association rule mining is today one of the most important aspects of data mining tasks. Data mining itself has shifted from stand-alone systems to distributed databases since most real life data are now distributed. Current studies in these areas are also considering the adoption of mobile agents in mining association rules from these distributed sites. Some of the algorithms presented in the literature are also distributed while others are not. All of them with their own peculiar issues and challenges which are of diversified forms. There is a great need to harness these diversified issues and challenges in one study to serve as reference point for researchers in this area of study. This study therefore, intends to review current distributed association rule mining issues and the challenges associated with them.
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INTRODUCTION

The use of distributed systems is continuously spreading in several applications domains. Extracting valuable knowledge from raw data produced by distributed parties, in order to produce a unified global model may present various challenges related to either the huge amount of managed data or their physical location and ownership. In case data are continuously produced (stream) and their analysis is required to be performed in real time, communication costs and resource usage are issues that require careful attention in order to run computation in the optimal location.

Distributed Data Mining (DDM) is the semi-automatic pattern extraction of distributed data sources. The next generation of the data mining studies will be distributed data mining for many reasons. First of all, most of the current used data mining techniques require all data to be resident in memory i.e., the mining process must be done at the data source site. This is not feasible for the exponential growth of the data stored in organization(s) databases.

Another important reason is that data is inherently distributed for fault tolerance purposes. DDM requires two main decisions about the DDM implementations: A distributed computation paradigm (message passing, Remote Procedure Calls (RPC), mobile agents) and the used integration techniques (Knowledge probing) in order to aggregate and integrate the results of the various distributed data miners. Recently, the new distributed computation paradigm which has been evolved as software agents are widely used. Mobile agent is a thread of control that can trigger the transfer of arbitrary code to a remote computer. Mobile agents paradigm has several advantages: Conserving bandwidth and reducing latencies. Also, complex, efficient and robust behaviors can be realized with surprisingly little code. Mobile agents can be used to support weak clients, allow robust remote interaction and provide scalability.

With the development of hardware especially the development of large space storage, lots of organization build large storage database and collect large volume of data. Those organizations have the desire to extract useful information from the ultra large amount of data. So some traditional way will be not enough to handle the information.

Association Rule Mining (ARM), first proposed by Agrawal et al. (1993), tries to find frequent patterns, associations, correlations or casual structures sets of items or objects in transaction database, relational database, etc. The idea is to find out the relation or dependency of occurrence of one item based on occurrence of other items. Lots of algorithms in this area, both sequentially and parallel had been proposed. Since association rule mining is dedicated to handle the ultra large amount of data so the time complexity and resource complexity have to be carefully considered.
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In this research, up to date review of related researches in the field of distributed data mining with particular focus on association rule mining will be done. Problems related to Association Rule Mining and agent-based association rule mining from distributed databases will be examined in detail. The research will mainly focus on distributed association rule mining algorithms as the building block of the approximate distributed algorithms. Existing systems will be analysed and issues and challenges pertaining to this domain will be raised.

LITERATURE REVIEW

This research work intends to review existing works in Distributed Data Mining (DDM), Distributed Frequent Itemset mining (DFIM), Distributed Association Rule mining (DARM) and knowledge integration in distributed databases.

Data Mining (DM): Data mining is a powerful new technology with great potential to help companies focus on the most important information in the data they have collected about the behavior of their customers and potential customers (Rao and Vidyavathi, 2010). Data mining involves the use of sophisticated data analysis tools to discover previously unknown, valid patterns and relationships in large data set. These tools can include statistical models, mathematical algorithm and machine learning methods. It discovers information within the data that queries and reports can not effectively reveal.

The explosive growth in data stored in databases and data warehouses has generated an urgent need for new techniques that can intelligently transform this huge amount of data into useful knowledge. Consequently, data mining has become an important research area (Chen et al., 1996). Data mining differs from other data analysis techniques in that the system takes the initiative to generate patterns by itself. Data mining is concerned with the algorithmic means by which patterns, changes, anomalies, rules and statistically significant structures and events in data are extracted from large data sets (Grossman et al., 1999). Data mining studies can be classified into two generations. Studies in the first generation have focused on which kinds of patterns to mine. Studies in the second generation have focused on how mining can interact with other components in the framework like DBMS (Johnson et al., 2000).

Distributed Data Mining (DDM): Distributed data mining refers to the mining of distributed data sets. The data sets are stored in local databases hosted by local computers which are connected through a computer network (Webb, 2000; Ashrafi et al., 2004). When data mining is undertaken in an environment where users, data, hardware and the mining software are geographically dispersed, it is called distributed data mining. Typically such environments are also characterised by heterogeneity of data, multiple users and large data volumes (Chia and Karmapun, 1997). Data mining takes place at the local level and at a global level where local data mining results are combined to gain global findings. Distributed data mining is often mentioned with parallel data mining in literature (Paul, 2010).

While both attempt to improve the performance of traditional data mining systems they assume different system architectures and take different approaches. In distributed data mining computers are distributed and communicate through message passing. In parallel data mining a parallel computer is assumed with processors sharing memory and or disk.

Computers in a distributed data mining system may be viewed as processors sharing nothing. This difference in architecture greatly influences algorithm design, cost model and performance measure in distributed and parallel data mining (Paul, 2010).

Two requirements dictate the need for distributed data mining: data may be inherently distributed for a variety of practical reasons including security and fault tolerant distribution of data and services or mobile platform. Also, the cost of transporting data to a single site is usually high and sometimes unacceptable (Prodromidis, 1999).

The second requirement is that many of the mining algorithms require all data to be resident in memory. This might be unfeasible for large data sets because these learning algorithms do not have the capability to process this huge amount of data. Data partitioning is one of the popular solutions for this problem (Provost and Kolluri, 1997).

Consequently, data in this case is artificially distributed (Malhi, 1998). DDM offers techniques to discover knowledge in distributed data through distributed data analysis using minimal communication of data. Typical DDM algorithms involve local data analysis from which a global knowledge can be extracted using knowledge integration techniques. A typical DDM framework is shown in Fig. 1.

Categorization of DDM models: There are predominantly two architectural models used in the development of DDM systems namely Client Server (CS) and software agents. The agents category can be further divided on the basis of whether the agents have the ability to migrate in a self-directed manner or not (i.e., whether the agents exhibit the characteristic of mobility or not). This is shown in Fig. 2.
A fundamental problem exists with Client/Server architectures is that if the server does not provide the exact service that the client requires then the client must take a series of RPCs to obtain the end service. This might result in an overall latency increase and in intermediate information between the client and the server during the service processing. Consequently, CS architecture may waste the network bandwidth (Dale, 1997; Gray et al., 2000).

**Association Rule Mining (ARM):** Association rule mining is the discovery of associations or connections among objects. Since its inception, association rule mining has become one of the core data-mining tasks and has attracted tremendous interest among researchers and practitioners. ARM is undirected or unsupervised data mining over variable-length data and it produces clear, understandable results. It has an elegantly simple problem statement. Association rule mining has a wide range of applicability such as market basket analysis, medical diagnosis/research, Website navigation analysis, homeland security and so on. An association rule is in the form of \( A_1 \wedge \ldots \wedge A_i \Rightarrow B_1 \wedge \ldots \wedge B_j \) which means objects \( B_1; \ldots; B_j \) tend to appear with objects \( A_1; \ldots; A_i \) in the target data. Association rules at multiple conceptual levels will reveal such kind of association in the relevant set (s) of data in a database. For example one may discover that a set of symptoms often occur together with another set of symptoms and then further study the reasons behind this association.

The conventional algorithm of association rules discovery proceeds in two steps. All frequent itemsets are found in the first step. The frequent itemset is the itemset that is included in at least minsup transactions. The association rules with the confidence at least minconf are generated in the second step. According to Hipp et al.
(2000), there is a border that separates the frequent itemsets from the infrequent ones thus the problem is restricted on finding that border.

Modern organizations are geographically distributed. Typically, each site locally stores its ever increasing amount of day to day data. Using centralized data mining to discover useful patterns in such organizations data is not always feasible because merging data sets from different sites into a centralized site incurs huge network communication costs. Data from these organizations are not only distributed over various locations but also vertically fragmented making it difficult if not impossible to combine them in a central location. Distributed data mining has thus emerged as an active sub-area of data mining research. Therefore, this study proposes an agent-based architecture for a distributed Association Rule Mining in performing the mining process.

The field of distributed data mining has therefore gained increasing importance in the last decade. The Apriori algorithm by Agrawal and Srikant (1994) has emerged as one of the best Association Rule mining algorithms. It also serves as the base algorithm for most parallel algorithms. The enormity and high dimensionality of datasets typically available as input to problem of association rule discovery, makes it an ideal problem for solving on multiple processors in parallel. The primary reasons are the memory and CPU speed limitations faced by single processors.

The formal definition of association rule mining is:

Let \( I = \{i_1, i_2, \ldots, i_k\} \) be a set of literals called items and \( D \) be a set of transactions where each transaction \( T \) is a set of items such that \( T \subseteq I \). Associated with each transaction is a unique identifier, called its TID. We say that a transaction \( T \) contains \( X \), a set of some items in \( I \), if \( X \subseteq T \).

Association rule mining process could be decomposed into two main phases to enhance the implementation of the algorithm. The phases are:

**Frequent item generation:** This is to find all the itemsets that satisfy the minimum support threshold. The itemsets are called frequent itemsets.

**Rule generation:** This is to extract all the high confidence rules from the frequent itemsets found in the first step. These rules are called strong rules.

**Association rules:** An association rule is an implication expression of the form \( X \Rightarrow Y \) where \( X \subseteq I \), \( Y \subseteq I \) and \( X \) and \( Y \) are disjoint itemsets, i.e., \( X \cap Y = \phi \). The strength of an association rule can be measured in terms of its support and confidence. The rule \( X \Rightarrow Y \) holds in the transaction set \( D \) with confidence \( c \) and support \( s \), if \( c \% \) of the transactions in \( D \) that contains \( X \) also contains \( Y \) and \( s \% \) of transactions in \( D \) contains \( X \cup Y \). Both the antecedent and the consequent of the rule could have more than one Item. The formal definitions of these two metrics are:

\[
\text{Supports, } s(X \Rightarrow Y) = \frac{\Sigma (x \cup y)}{n}
\]

\[
\text{Confidence, } c(X \Rightarrow Y) = \frac{\Sigma (x \cup y)}{\Sigma x}
\]

There have been many algorithms developed for mining frequent patterns which can be classified into two categories:

- Candidate-generation-and-test
- Pattern-growth methods

The first category, the candidate-generation and test approach such as the Apriori algorithm (Agrawal and Srikant, 1994) is directly based on an important property of frequent itemsets: if a pattern (set) with \( k \) items is not frequent, none of its super-patterns (supersets) with \((k+1)\) or more items can be frequent. This is known as the downward closure property. Since its introduction in 1994, the Apriori algorithm, developed by Agrawal and Srikant (1994) has been the basis of many subsequent ARM and/or ARM-related algorithms. In their research, it was observed that ARs can be straightforwardly generated from a set of Frequent Itemsets (FIs). Thus, efficiently and effectively mining FIs from data is the key to ARM. The Apriori algorithm iteratively identifies FIs in data by employing the downward closure property of itemsets in the generation of candidate itemsets where a candidate (possibly frequent) itemset is confirmed as frequent only when all its subsets are identified as frequent in the previous pass.

The Apriori algorithm performs repeated passes of the database, successively computing support-counts for sets of single items, pairs, triplets and so on. At the end of each pass, sets that fail to reach the required support threshold are eliminated and candidates for the next pass are constructed as supersets of the remaining (frequent) sets. Since no set can be frequent which has an infrequent subset, this procedure guarantees that all frequent sets will be found. A candidate-generation-and-test approach iteratively generates the set of candidate patterns of length \((k+1)\) from the set of frequent patterns of length \( k \) and checks their corresponding occurrence frequencies in the database. The Apriori algorithm achieves good
reduction on the size of candidate sets. However, when there exist a large number of frequent patterns and/or long patterns, candidate generation-and-test methods tend to produce very large numbers of candidates and require many scans of the database for frequency checking. Since, the number of database passes of the Apriori algorithm equals the size of the maximal frequent itemset, it scans the database k times even when only one k-frequent itemset exists. The drawback of this method is that if the dataset is very large, the required multiple database scans can be one of the limiting factors of the Apriori algorithm. Many algorithms have been proposed, directed at improving the performance of the Apriori algorithm using different types of approaches. An analysis of the best known algorithms can be found in Ivancsy et al. (2004).

A second category of methods, pattern-growth methods such as FP-growth (Han et al., 2004) and Apriori-TPF (Coenen et al., 2004) have been proposed. These algorithms typically operate by recursively processing a tree structure into which the input data has been encoded. FP-growth uses two data structures, the FP-tree and a header table in which to store the input data. The FP-tree is a set enumeration tree structure that has links going back up as well as down, the tree and links between nodes representing the same item. The header table contains links to a first item in the tree for each item. The multiple links allow for fast processing. The input data is initially translated into a start FP-tree and header table. FP-growth then recursively processes this start FP-tree structure and header table to generate frequent itemsets staring with 1 item sets and continuing until no more frequent itemsets can be discovered. At each recursion further FP-trees and header tables are generated. The major strength of FP-growth is that it is a very fast algorithm, certainly with respect to Apriori but has some disadvantages. Its first principal drawback is that because many FP-trees are repeatedly generated, FP-growth can have significant storage requirements. Secondly, the large number of links makes it difficult to distribute the tree. These disadvantages are particularly significant with respect to dense datasets.

In the study shown by Han et al. (2000), a novel frequent itemset tree structure, FP-tree was proposed. FP-tree is an extended prefix-tree structure for storing compressed information about frequent itemsets. It consists of one root labeled as NULL and a set of item prefix sub trees as the descendants of the root. A frequent-item header table is also kept to link all transactions containing that item. Each node in the item prefix sub tree consists of three fields: item-name, count and node-link where item-name registers which item this node represents, count registers the number of transactions represented by the path reaching this node and node-link links to the next node in the FP-tree carrying the same item-name or NULL if there is none.

Based on the FP-tree (Han et al., 2000), an itemset fragment growth method, FP-growth was designed to avoid the costly generation of a large number of candidate sets. The FP-growth algorithm is a partition-based, divide and conquer method used to decompose the mining task into a set of smaller tasks for mining confined itemsets in conditional databases, thereby dramatically reducing the search space. The size of the FP-tree is usually small and will not grow exponentially. According to Han et al. (2000), the FP-growth method is efficient and scalable for mining both long and short frequent itemsets and is about an order of magnitude faster than the apriori algorithm.

In the overall, no single ARM algorithm has been identified to fit all types of data (Altashiri et al., 2009). Real data sets can be sparse and/or dense according to their applications. For example for telecommunication data analysis, calling patterns for home users vs. business users can be very different: some are frequent and dense (e.g., to family members and close friends) while others are large and sparse. Similar situations arise for market basket analysis, census data analysis, etc. It is hard to select an appropriate ARM method anyhow when no algorithm fits all. Large applications need more scalability. Many existing methods are efficient when the data set is not very large. Otherwise, their core data structures (such as FP-tree) or the intermediate results (e.g., the set of candidates in Apriori or the recursively generated sub-trees in FP-growth) may not fit in main memory and may cause thrashing, hence based on the strength and weaknesses of the two state-of-the-art algorithms which are Candidate-generation-and-test and Pattern-growth methods, the architecture proposed in this research work intends to incorporate these two algorithms (specifically, Apriori and FP-Growth) into different mobile mining agents in distributed environments. The coordinating agent in the proposed system determines which of the algorithm to use for mining, depending on the size of the data at each data site/source (either sparse or dense) in the distributed system.

Existing DDM models: Several DDM systems have been proposed in the literature. In Kargupta PADMA system was presented. The PADMA system employed the approach of a central-learning strategy. They described a parallel DM system (PADMA) that uses software agents for local data accessing and analysis and a web
based interface for interactive data visualization. Partial data cluster models are first computed by stationary agents locally at different sites. All local models are collected to a central site that performs a second-level clustering algorithm to generate the global cluster model. PADMA has been used in medical applications. In Botia et al. (1998), the basic design and implementation guidelines for a generic data mining system was presented. In Martin et al. (1999), an agent infrastructure for data mining systems was also proposed. In Stolfo et al. (1997) Java Agents for Meta-learning (JAM) over distributed databases was proposed. JAM provided a set of learning programs implemented either as JAVA applets or applications that computed models over data stored locally at a site. JAM supported the launching of learning and meta-learning agents to distributed database sites. In Kargupta Collective Data Mining (CDM) theory and implementation have been studied. In Chattaraj et al. (1999), architecture for distributed enterprise data mining was presented. In Guo and Sutton (1999), a knowledge integration technique using knowledge probing was presented.

Papyrus (Bailey et al., 1999) is a Java-based system addressing wide-area DDM over clusters of heterogeneous data sites and metaclusters. It supports different task and predictive model strategies including C4.5. Mobile DM agents move data, intermediate results, and models between clusters to perform all computation locally and reduce network load or from local sites to a central root which produces the final result. Each cluster has one distinguished node which acts as its cluster access and control point for the agents. Coordination of the overall clustering task is either done by a central root site or distributed to the (peer to peer) network of cluster access points. Papyrus supports various methods for combining and exchanging the locally mined predictive models and metadata required to describe them by using a special markup language.

Theoretical cost models for Client/Server, mobile agents, and hybrid DDM models have been proposed by Krishnaswamy. They proposed theories that combined client-server and distributed models. Not much work was done in the study as the researchers concluded that the work still needs improvement and experimental validation. Arivu et al. (2003) also proposed an OIKI model: e-business model for DDM using mobile agents. OIKI model is a mobile agent based DDM model that overcomes the drawbacks of the traditional mobile agent based DDM model. Instead of transferring the results from each data server to the client, the client controls migration of the results among data servers to be integrated locally and finally, the final results are transferred to the client. Only few conceptual views are presented in the study while the researchers concluded that the implementation issues of their proposed model still have a lot of work to be done.

Gyorodi et al. (2004) carried out a comparative study of distributed algorithms in mining association rules. She compared two representative distributed ARM algorithms CDA (Count Distribution Algorithm) which uses data parallelism and FDM (Fast Distributed Algorithm for Data Mining) which was based on task parallelism. It was discovered that both scales well relative to different support factors and size of data set. Silvestrini (2006) studied Distributed and Stream Data Mining Algorithms for frequent pattern discovery in his PhD thesis. They offered a perspective on DDM algorithms in the context of multiagent systems, discussing broadly the connection between DDM and MAS and also providing a high-level survey of DDM with the main focus of their study on distributed clustering algorithms and some potential applications in multi-agent-based problem solving scenarios. Byrd and Franke (2007) gave the state of DDM in their study focusing mainly on the state of the art in distributed clustering and frequent itemset mining.

Albashiri et al. (2009) worked on EMADS, an ExtendibleMulti-Agent Data mining System. The EMADS vision is that of a community of data mining agents, contributed by many individuals, interacting under decentralised control to address data mining requests. EMADS is seen both as an end user application and a research tool. The study detailed the EMADS vision, the associated conceptual framework while concentrating mainly on agent based data classification.

Badal and Tripathi (2010) proposed the VS_Apriori which is an extension of the classical Apriori algorithm. The researchers claimed that VS_Apriori algorithm works faster than the classical and also scales well when the support threshold decreases. Rao and Vidyavathi (2010) in their study combined data mining with game theory as a way of striking a balance and reaching a steady state between the data miner and the adversary in adversary data mining. Paul and Saravanan (2008) proposed a knowledge integration method in a parallel and distributed environment with association rule mining using XML data. A scanty write-up on the knowledge integration aspect was done and how the real knowledge integration of the XML data would be done was not presented in the study. Paul (2010) also proposed an optimized algorithm for distributed and parallel data mining but with XML data because of the complexity of XML data. In their approach,
multiple nesting problems in XML data was handled appropriately to assure the correctness of their result. The Umurani and Punithavalli (2010) also carried out a recent overview on Sampling-based ARM, positing that sampling can speed-up the mining of association rules.

Common to all approaches is that they aim at integrating the knowledge which is discovered out of data at different geographically distributed network sites with a minimum amount of network communication and maximum of local computation. All these studies have presented different data mining scenarios involving various architectural models which are still very open for further research. EMADS (Albashiri et al., 2009) is the closest to this research but it uses a distributed algorithm and is mainly based on agent-based data classification while the architecture proposed in this system will be purely based on agent-based association rule mining. A drawback noted here is that after mining, all the individual data results have to migrate to back to the requesting server which may incur serious communication costs and also bring large set of results together on one the requesting system may pose serious challenges in terms of memory constraints. Also, since the algorithm is distributed, any fault at any one of the data sites may hinder the successful completion of the mining process.

**Agents:** Agents are defined by Wooldridge (2009) as computer software that are situated in some environment and are capable of autonomous action in this environment in order to meet their design objectives. Intelligent agents (Rudowsky, 2004; Wooldridge, 2009) are defined as agents that can react to changes in their environment have social ability (communication) and the ability to use computational intelligence to reach their goals by being proactive. Agents are active, task-oriented, modelled to perform specific tasks and capable of autonomous action and decision making.

**Multi-agent systems:** By combining multiple agents, in one system, to solve a problem, the resultant system is a Multi-Agent System (MAS) (Wooldridge, 2009). These systems are comprised of agents that individually solve problems that are simpler than the overall problem. They can communicate with each other and assist each other in achieving larger and more complex goals. Thus problems that software developers had previously thought of as being too complex (Martin et al., 1999) can now be solved by localizing the problem solving. In general, MAS adhere to the following three characteristics. First, MAS must specify appropriate communication and interaction protocols. Secondly, MAS must be open and decentralised with no prior knowledge of for example, the number of participants or behaviours. In a running MAS, new agents may join at any time having only to conform to the communication protocol being able to act in the way they choose, often in an unpredictable manner. Finally, MAS may consist of possibly heterogeneous agents that are scattered around the environment and act autonomously or in collaboration. Well documented advantages of MAS according to Wooldridge (2009) include: Decentralised control, Robustness, Simple extendability, Sharing of expertise and Sharing of resources.

**Mobile agent based DDM model:** The agent-based model is a popular approach to constructing distributed data mining systems and is characterized by a variety of agents co-ordinating and communicating with each other to perform the various tasks of the data mining process. Agent technology is seen as being able to address the specific concern of increasing scalability and enhancing performance by moving code instead of data and thereby reducing the communication overhead incurred in the CS model. However, the absence of dedicated data mining servers and the lack of control over available computational resources at remote sites are limitations.

A mobile agent does not waste the bandwidth because the agent migrates to the server. The agent performs the necessary sequence of operations locally and returns just the final result to the client, Gray et al., (2000). The major drawback in the CS-based DDM model is that huge amount of data sets migrate form the data sources locations to the DM server to accomplish the required DM process. This results into a considerable waste in the network bandwidth and consequently a big increase in latency. A typical mobile agent-based DDM process begins with a client request for a DM process. The client determines the required data sever for the DM process and multicasts a set of mobile agents data miners MADMs. The MADMs migrate to the data servers and perform the data mining operations locally and return the final results (knowledge) to the client. Finally, the client uses a Knowledge Integration (KI) program to integrate the DM results from the different MADMs. Figure 4 shows the described mobile agent-based DDM process.

**Multi-Agent Data Mining (MADM):** There are two themes of agent and DM interaction and integration in the literature (Cao et al., 2007): DM for agents, referred to as mining-driven agents (Symeonidis and Mitkas, 2006) and
agents for DM, referred to as agent-driven DM commonly known as Multi-Agent Data Mining (MADM). The former concerns issues of transforming the discovered knowledge, extracted by DM into the inference mechanisms or simply the behaviours of agents and multi-agent systems as well as the arguable challenge of generating intelligence from data while transferring it to a separate, possibly autonomous, software entity. A FIPA-compliant multi-agent platform based on mining-driven agents (Agent Academy) that offers facilities for design, implementation and deployment of multi-agent systems is proposed by Symeonidis and Mitkas (2006). The researchers describe the Agent academy as an attempt to develop a framework through which users can create an agent community having the ability to train and retrain its own agents using DM techniques. Furthermore, several systems have been developed for agent-based distributed data mining. These systems can be classified according to their strategy to three types; central learning, meta-learning and hybrid learning.

Central learning strategy is when all the data can be gathered at a central site and a single model can be build. The only requirement is to be able to move the data to a central location in order to merge them and then apply sequential DM algorithms. This strategy is used when the geographically distributed data is small. The strategy is generally very expensive but also more accurate. However, as pointed in Jensen et al. (2003), this strategy in general is unfeasible. Agent technology is not very preferred in such strategy. Meta-learning strategy offers a way to mine classifiers from homogeneously distributed data. Meta learning follows three main steps. The first is to generate base classifiers at each site using a classifier learning algorithms. The second step is to collect the base classifiers at a central site and produce meta-level data from a separate validation set and predictions generated by the base classifier on it. The third step is to generate the final classifier (meta-classifier) from meta-level data via a combiner or an arbiter. Copies of classifier agent will exist or deployed on nodes in the network being used. Perhaps the most mature systems of agent-based meat-learning systems are: JAM system (Stolfo et al., 1997) and BODHI (Krebs, 2003) and recently EMADS (Albashiri et al., 2009).

Hybrid learning strategy is a technique that combines local and centralized learning for model building (Lloyd, 2003) for example, Papyrus is designed to support both learning strategies. In contrast to JAM and BODHI, Papyrus can not only move models from site to site but can also move data when that strategy is desired. Papyrus is a specialized system which is designed for clusters while JAM and BODHI are designed for data classification. The major criticism of such systems is that it is not always possible to obtain an exact final result, i.e., the global knowledge model obtained may be different from the one obtained by applying the one model approach (if possible) to the same data.

OTHER ISSUES AND CHALLENGES

Many current data mining tasks can be accomplished successfully only in a distributed setting (Paul, 2010). New methods for mining vast amounts of heterogeneous data from several data sources are emerging all the time (Byrd and Franke, 2007). The PADMA system is a document analysis tool working on a distributed environment, based on cooperative agents. It works without any relational database underneath. Instead, there are PADMA agents that perform several relational operations with the information extracted from the documents.

Distributed frequent itemset mining is currently not very actively researched. Thus, despite their years of publication, the presented overview papers like (Zaki, 1999) give an up-to-date view on the existing algorithms. Recent study are focusing on minimizing the communication cost of the prior algorithms and are taking dynamic datasets into account. According to Klusch et al. (2003), another problem arises with the need to scale up to massive data sets which are distributed over a large number of sites. For example, the NASA Earth
Observing System (EOS) is a data collector for satellites producing 1,450 data sets of about 350 GB day\(^{-1}\) and pair of satellites at a very high rate which are stored and managed by different systems geographically located all over the USA. Any online mining of such huge and distributed data sets in a central data warehouses may be prohibitively expensive in terms of costs of both communication and computation.

Important open problems in the area of distributed frequent itemset mining are two fold. First, in a setting where the dataset is initially in one big database, the crucial question of how to distribute the data to best facilitate the specific data mining task of frequent itemset mining is not solved. Second, equivalents to most centralized frequent itemset mining approaches on data streams are not existing. Especially sliding window approaches and approximate mining algorithms using the common error threshold from the centralized case could be useful contributions.

With the ever-growing database sizes, we have enormous quantities of data but unfortunately we cannot use raw data in the day today reasoning/decisions. We desperately need knowledge. This knowledge is in most cases in the gathered data but the extraction of it is a very time and resources consuming operation. Association rule mining finds interesting association or correlation relationships among a large set of data items (Gyorodi et al., 2004).

The implementation issues of the proposed OIKI model are research areas that have a lot of research to be done (Ariwa et al., 2008). The study of the efficient knowledge integration techniques is an essential research area to the OIKI DDM model implementation. EMADS, a related research by Albashiri et al. (2009) only concentrated on agent based data classification but not agent based association rule mining.

Till date, existing literature in MADM has revealed that most MADM tasks involves a global knowledge integration after the local data mining at each data sources. This obviously results in serious communication overheads as all local mining results must be transported to a central server for knowledge integration to occur. Apart from high communication costs incurred by these methods for most real-life applications with really large-sized datasets and widely distributed dense data sources involved, getting all local mining results into one data server for knowledge integration poses enormous memory challenges as the whole set of local results coupled with the knowledge integration algorithm may not fit into the system memory. Data transfer costs which are estimate of the time needed for data to be transferred from the data site to the DARM server is enormous (Albashiri, 2010). There could be different models of distributed data mining here but one could involve a NOC that collects data from the distributed sites and another in which all sites are treated equally. The goal here obviously would be to minimize the amount of data shipped between the various sites—essentially to reduce the communication overhead. In distributed mining, one problem is how to mine across multiple heterogeneous data sources: multi-database and multirelational mining (Rao and Vidyavathi, 2010).

End users of association rule mining tools encounter several well-known problems in practice. First, the algorithms do not always return the results in a reasonable time. It is widely recognized that the set of association rules can rapidly grow to be unwieldy, especially as we lower the frequency requirements. The larger the set of frequent itemsets the more the number of rules presented to the user, many of which are redundant. This is true even for sparse datasets but for dense datasets it is simply not feasible to mine all possible frequent itemsets at alone to generate rules since they typically produce an exponential number of frequent itemsets; finding long itemsets of length 20-30 is not uncommon. Although, several different strategies have been proposed to tackle efficiency issues, they are not always successful (Kotsiantis and Kanellopoulos, 2006).

Incremental Knowledge Integration proposed by Ariwa et al. (2003) does not take into consideration the size of the agents, size of results, bandwidth and other computational resources at the data servers. Formal methods for achieving this are major considerations in this research. Mining for association rules and frequent patterns is a central activity in data mining. However, most existing algorithms are only moderately suitable for real-world scenarios (Legler et al., 2009).

According to Albashiri (2010), it is hard to select an appropriate ARM method when no algorithm fits all. Large applications need more scalability. Many existing methods are efficient when the data set is not very large. Otherwise, their core data structures (such as FP-tree) or the intermediate results (e.g., the set of candidates in Apriori or the recursively generated sub-trees in FP-growth) may not fit in main memory and may cause thrashing (Albashiri, 2010).

It should also be noted that using a distributed algorithm such as the ones discussed in this study may also be faced with several other challenges that affects
distributed systems. When the mining algorithm is distributed and there is a fault in one or more of the data sites then the possibility of having the distributed association rule mining completed in reasonable time is hampered. Also, we can then not be sure that the final mining results represents is a true representation of the entire distributed database.

There is therefore, the need for more research in the area of getting more fault tolerant algorithms in the distributed association rule mining setting. This may be possible through the distribution of the data but not the algorithm or through certain procedures that will integrate the knowledge discovered at each of the data sites in an efficient manner as opposed to the global knowledge integration already in vogue.

**CONCLUSION**

In this research, a review of some of the related research in the field of distributed data mining with particular focus on distributed association rule mining was carried out. Special attention was also given to the review of existing agent-based systems in the area of study. The strengths, weaknesses and challenges of various methods were also presented. It should be noted that appreciable study has been done in this area yet there is still much grounds to be covered in terms of technicalities and efficiency of the systems.

Researchers in this area should also focus more on developing algorithms and architectures that will reduce massive data movement in global knowledge mining and integration. This has the prospect of greatly reducing the response time of distributed association rule mining. Future algorithms and methods should also consider the development of adaptive, fault-tolerant and easily extendable systems in the area of agent-based distributed association rule mining. Such systems will greatly reduce communication and interpretation costs, improve autonomy, efficiency and scalability, collaboration, security and trustworthiness of the DARM system, all of which are common issues with existing systems.

**REFERENCES**


