An Analog Low Power VLSI Implementation of Artificial Neural Network Architecture
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Abstract: All the modern technologies in digital systems are slowly converting into the analog implementation especially, for the fault tolerance and low power consumption. But, the analog implementation of parallel computation with ANN (Artificial Neural Network) in real time implementation is not an easy task in all aspects. This study mainly focuses on the implementation of Neural Network Architecture (NNA) with on chip learning in analog VLSI (Very Large Scale Integration). Back Propagation Neural network (BPNN) algorithm is designed and simulated in analog domain by using Tanner EDA tool.
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INTRODUCTION

The brain is also “analog”. Understanding information processing in biological systems in addition to the physics of analog signals, even more efficiently signal processing in neural networks can be obtained (Douglas et al., 1995). Basically, ANN is made up of input layer, hidden layer and output layer as shown in Fig.1. Here, the input is given to the neurons of the first layer which in turn make a response to the next layer (hidden layer) and so on. This process is continued until a response is received by output layer of the neuron. Several classes of neural network architectures exist. If the training set includes the correct outputs (targets), then it is called as supervised learning or “learning with a teacher” else it is unsupervised learning. In this study, implementation of a neural network with supervised learning is attempted. In the present neural network model, the input layer consists of six nodes and the output layer consists of one node. After completion of the forward process, the algorithm steps back (back propagation) to one layer before the output layer for recalculates the weights between hidden layer and output layer to minimize the error (Rajeswaran et al., 2013).

MATERIALS AND METHODS

Summary of back propagation algorithm

Calculate the net-input variables to the hidden layer units:

$$ net_{\text{hidden}} = \sum_{i=1}^{10} w_{ij} x_i + \theta_j $$

$$ net_i = \text{Input} \times \text{wt. hidden} + \text{bias. hidden} $$

Calculate the outputs from the hidden layer:

$$ \text{Op. hiddenlayer} = I_pj = r_j^o \text{ (net_hidden)} $$

Calculate the net input values to each unit of the output layer:

$$ \text{Net}_o = (\text{op_hidden layer} \times \text{wt. op}) + \text{bias_op} $$

$$ net_{op} = \sum_{j=1}^{10} w_{opj} r_j + \theta_k $$

Calculate the outputs of the output layer:
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\[ \text{Cp-output layer} = O_{\text{op}} = f_{\text{c}}(\text{net}_{\text{op}}) \quad (4) \]

Calculate the error terms for the output units:

\[ \text{Error}_{\text{op}} = (\text{net}_{\text{op}})(\text{desired}_{\text{op}} - \text{op}_{\text{output layer}})(\text{net}_{\text{op}}) \]
\[ \delta_{\text{op}}^o = (y_{\text{op}} - o_{\text{op}}) f'_{\text{c}}(\text{net}_{\text{op}}) \quad (5) \]

Calculate the error terms for the hidden layer units:

\[ \text{Error}_{\text{hidden}} = \int (\text{net}_{\text{hidden}})(\text{error}_{\text{op}} \times \text{wt}_{\text{op}}) \]
\[ f^o_{\text{c}}(\text{net}_{\text{hidden}}) \sum_k \delta^o_{\text{op}} w^o_{kj} \quad (6) \]

Update the weights on the output layer:

\[ \text{wt}_{\text{op}} = \text{wt}_{\text{op}} + \text{learn}_{\text{para}} \times (\text{error}_{\text{op}} \times \text{op}_{\text{hidden layer}}) + \text{momentum} \times \text{learn}_{\text{para}} \times \text{error}_{\text{op}} \times \text{op}_{\text{hidden layer}} \quad (7) \]

\[ w^o_{ij}(t+1) = w^o_{ij}(t) + \eta \delta^i_{op} j_{op} + \alpha \delta^o_{op} i_{op} \]

Update weights on the hidden layer:

\[ \text{wt}_{\text{hidden}} = \text{wt}_{\text{hidden}} + \text{learn}_{\text{para}} \times \text{error}_{\text{hidden}} \times \text{input} + \text{momentum} \times \text{learn}_{\text{para}} \times \text{error}_{\text{hidden}} \times \text{input} \quad (8) \]

\[ w^h_{ij}(t+1) = w^h_{ij}(t) + \eta \delta^i_{hidden} j_{input} + \alpha \Delta w^h_{ij}(t-1) = \]
\[ w^h_{ij}(t) + \eta \delta^i_{hidden} j_{input} + \alpha \delta^o_{hidden} i_{input} \]

\[ \text{Error term} = \frac{1}{2} (\text{error} - \text{op})^2 = \frac{1}{2} \sum \delta^2_{op} \quad (9) \]

**Analog VLSI implementation of BPN:** To implement the mathematical neural network equations, we need to implement basic operations as summation, subtraction and multiplication (Rajeswaran et al., 2012). If the implementation is a digital system then one has to build an adder, subtractor and a multiplier. However, as an analog system is to be built, voltage and current are to be considered. Using current signal representation summation (and subtraction) can be easily achieved by just physically connecting signals together by using Kirchhoff’s current law. By using the CMOS transistor in weak inversion we obtain an operation range for current signals up to nano Amperes (nA) theoretically (Linares-Barranco, 2003). Voltage signals have the advantage that they may be distributed to many high-ohmic nodes (as gates on a CMOS transistor). Voltage signals should be applied when a neuron output is assigned too many synapses (Chicca et al., 2003).

Multiplication can be performed by various circuits by considering the linear range, offset problems, size and type of input/output signals. Derivation is another non-trivial mathematical operation and is to be implemented in analog system. Some circuits need differential input/output representation and other single representation. With one signal connection between each circuit a large amount of routing space is saved. However, a reference signal has to be routed to those circuits having differential signal input. In addition, some of these circuits may have different demands on the reference signal value which means that several reference signals have to be applied on the chip (Heittmann, 2000; Bartolozzi and Indiveri, 2007). With two connections between each circuit, each signal can be split into a positive and a negative component. When routing this type of representation, lot of extra space is required.

Another solution would be to use a combination of both single and differential representation. Linking two or more circuits could use one bidirectional current signal. And for those circuits which need differential inputs a small converter could be applied to convert the one bidirectional signal into two unidirectional signals. There exist several multiplier circuits operating in weak inversion. A major problem for these multipliers is the limited linear range (Wang et al., 2006; Rao et al., 2009; Tu and Van, 2009).

To overcome this problem, in this paper modified Baugh-Booley multiplier is applied for the design of BPN. Often they do not satisfy the requirements of accuracy in certain calculation because of transistor mismatch and temperature variations.

It is very important to choose the right multiplier to test various circuits to find multiplier which gives best accuracy and fits with the signal representation (Kuang and Wang, 2007; Namba and Ito, 2005; Sjolander et al., 2005; Zouyed and Khoualdia, 2007). Implementation of the neural architecture using analog Blocks is presented in Fig. 2. It contains the multiplier block (Baugh-Booley multiplier) for processing hidden and input layer with weight values. The input layers are V1 and 2.
RESULTS AND DISCUSSION

Tanner t-spice circuit simulator puts in control of simulation jobs with an easy to use graphical interface and a faster intuitive design environment (Hommouda et al., 2008; Varghese et al., 2008). Figure 3 the inputs to the neuron are multiplied by the weight matrix and the resultant output is summed up and is passed through a Neuron Activation Function (NAF).

The output of the activation function then passes to the next layer for further processing. Blocks to be used are multiplier block, adders, NAF block with derivative. The designed activation function is tan sigmoid. The proposed design is actually a differential amplifier modified for differential output. Same circuit is capable of producing the output of activation function and its differentiation. This block is named as tan in the final schematics for neural architecture for compression and achieving a tangential output. Differential amplifier when designed to work in the sub-threshold region acts as a neuron activation function. The Baugh-Wooley multiplier is used to achieve low power and less area utilization on chip. Schematic of the design is used for the tan sigmoid function generator with modification for the differential output. Input applied at V2 is 0101 and at V3 is 0011. The NAF function can be derived from the same differential pair configuration. The structure has to be modified for the differential output (Fig. 4).

One important complication in the development of the efficient multiplier implementations is the multiplication of two's complement signed numbers. The modified Baugh-Wooley two's complement signed multiplier is the best known algorithm for signed multiplication because it maximizes the regularity of the multiplier logic and allows all the partial products to have positive sign bits. It will helpful for the implementation of ANN in analog. The baugh-wooley multiplier is implemented with the help of two blocks known as white cell and grey cell. The white cell consists of a AND gate to which two inputs are fed from a and b respectively. The output of the AND gate is fed to a full adder circuit along with the sum bit and carry bit from the previous stages.
Fig. 3: Block diagram of NAF

Fig. 4: Simulation output of NAF

Fig. 5: Daugh-Wooley multiplier design
Fig. 6: Schematic view of back propagation neural network implementation

Fig. 7: Simulation output of BPN

Table 1: Design parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 input</td>
<td>000000000011001</td>
</tr>
<tr>
<td>P2 input</td>
<td>000000000011101</td>
</tr>
<tr>
<td>P3 input</td>
<td>011000000011111</td>
</tr>
<tr>
<td>W1 weight</td>
<td>110000001111110</td>
</tr>
<tr>
<td>W2 weight</td>
<td>000110001001111</td>
</tr>
<tr>
<td>W3 weight</td>
<td>000100000001100</td>
</tr>
<tr>
<td>Bias</td>
<td>1</td>
</tr>
<tr>
<td>DC</td>
<td>1.8 V</td>
</tr>
<tr>
<td>GND</td>
<td>-</td>
</tr>
<tr>
<td>V2</td>
<td>00001100111111</td>
</tr>
<tr>
<td>V3</td>
<td>00001100011110</td>
</tr>
<tr>
<td>V4</td>
<td>01100000001111</td>
</tr>
<tr>
<td>V5</td>
<td>00011000111110</td>
</tr>
<tr>
<td>V6</td>
<td>00011000011100</td>
</tr>
<tr>
<td>V7</td>
<td>000211000111100</td>
</tr>
<tr>
<td>V8</td>
<td>000001001111100</td>
</tr>
</tbody>
</table>

A grey cell is similar to the white cell with the exception that a NAND gate is used in place of the AND gate. The Baugh-Wooley multiplier that is designed with white and grey cell is shown in Fig. 5. The schematic view of BPN is shown in Fig. 6 and the design parameters are tabulated in Table 1.

The proposed design output is shown in Fig. 7. The obtained results are clearly proved that the proposed analog VLSI implementation of artificial neural network occupied the less area and computing the functions only involves 7 transistors. Using analog CMOS, low power consumption is achieved, especially when operating the CMOS transistor in the subthreshold region.
CONCLUSION

Neural network architecture implemented in analog VLSI provides a high degree of fault tolerance as it may not be critical if a few transistors do not function. This is not true with digital systems. The analog circuit computing the functions only involves 7 transistors. Such a high computational density is impossible for digital systems to achieve. Using analog CMOS, low power consumption is achieved, especially when operating the CMOS transistor in the sub threshold region. However, analog systems are not robust to noise but that is not a requirement for neural networks. Besides, it has been shown that noise assists neural networks to learn. The neural architecture can be extended for the application of image compression, speech recognition and testing and fault diagnosis of the system.
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