Seasonal Subfertility in Pigs: The Effect of Elevated Service Numbers on the Expression of the Syndrome
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Abstract: The seasonal subfertility syndrome was studied on the basis of determining whether the elevated numbers of Services induced by sows returning to estrus have an impact on the numbers of sows impregnated in the reduced fertility period of July-August-September. Numbers of sows mated (Services) and sows that farrowed (Pregnancies) were collected from 5 pig farms located in three different regions of mainland Greece. A total of 2303 sows were involved in 6809 matings and 5606 farrowings grouped in monthly observations over a period of 12 months. The collected data was analyzed in respect of the Services-Pregnancies relation and the potential effect of farm and season on this relation. The thorough statistical analysis provided the proof for a close, non-linear relation between Services and Pregnancies (R² = 0.96, p<0.01). There was no farm effect established on the Services-Pregnancies relation. The effect of a season-specific factor was found to generate an inverse relation between pregnancies and services in the months of July, August and September (R² = 0.97, p<0.01) suggesting that the increased amount of services potentially consists of one of the factors that explain the decreased pregnancy levels. Excessive numbers of Services were then shown unable to relate to numbers of Pregnancies when the season-specific factor was ignored. It was therefore, concluded that elevated numbers of Services, which are, themselves, caused by unsuccessful matings of sows returning to estrus in the period of July-August-September, enhance the expression of reduced fertility and constitute an element of the seasonal subfertility syndrome.
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INTRODUCTION

Seasonal subfertility is an unquestionable problem in pig reproduction with as many causal factors as expressions. It is considered as a fraction of the heat stress condition in pigs but it is neither a heat only problem, nor is it the entire representation of the effect of hot weather on a pig herd. Heat stress affects all the pig population by means of malfunction of various physiological mechanisms and diminished productivity. Seasonal subfertility may be expressed from May to September (therefore seasonal and not only summer) by a series of reproductive occurrences at various degrees in each herd (therefore subfertility and not infertility).

The seasonal subfertility syndrome is constituted by low results in almost all reproductive parameters of a pig herd. Reduced ovulation rates and embryonic mortality are the triggering factors (Claus and Weiler, 1985) leading to early disruption of pregnancy (Tast et al., 2002). Regular or delayed return to estrus and abortion are also reflected to low conception and farrowing rates (Hurtgen and Leman, 1980; Love, 1981; Hancock, 1988; Almond and Bilkei, 2005). Hormonal changes regulated by the melatonin pathway may also be expressed as delayed onset of estrus in gilts and post-farrowing sows (Hurtgen et al., 1980) and subsequent silent and undetected estrus (Stork, 1979) affecting successful fertilization.

Furthermore, even when pregnancy is established, low litter sizes are recorded as a result of induced malfunction of the female reproductive system (Almond and Bilkei, 2006).

On the male's side, reduced libido and semen qualitative and quantitative parameters may occur when boars are subjected to high ambient temperatures, direct sunlight and reducing photoperiod (Colenbrander and Kemp, 1990; Park and Yi, 2002; Smial, 2008) contributing to seasonally limited reproductive output of pig herds.
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On the basis of physiology of the female pig, what is generally accepted is that seasonal changes in environment are perceived mainly by the ability of the pig to recognise seasonal changes in photoperiod. This information is mediated through changes in the activity of the pineal gland to secret melatonin. Stimulation of melatonin receptors located in the hypothalamus has a significant role for the release of GnRH and subsequent gonadotrophin release from the pituitary (Peltoniemi and Virolainen, 2006). Moving into gestation, heat-induced low levels of blastocyst-synthesized luteotrophic oestrogens at day 12 of pregnancy and high levels of luteolytic prostaglandins between days 12 and 16 of pregnancy consist the hormonal path (Wettemann and Bazer, 1985) leading to heat-stress-imposed decrease in progesterone, causing return to oestrus and reduced reproductive output (Tast et al., 2002).

The mechanisms by which the environmental conditions influence pig reproduction have long been studied and debated in research, where the results appoint the effect to a number of factors varying from genetic predetermination through "seasonality genes" (Skinner et al., 1999) hormonal and physiological regulations (Love et al., 1993) to plain stressors such as low level of feeding and management of the livestock (Love, 1978; Hennessy and Williamson, 1984).

What the controversy shows is that the interrelations between environment and physiology produce a phenomenon with such a complexity that the seasonal subfertility syndrome is yet a problem unsolved. Furthermore, the reduced reproductive output of pig herds introduces additional pressure in controlling reproduction by increasing the number of services over the critical period of hot weather, as problematic sows recycle in the services' routine. This leads to a gradual uplift in the number of services performed, over-usage of boars and stockman-power and intensifies the expression of subfertility by reduced semen quality and quantity (Du Mesnil et al., 1978) and by low stock-people productivity when excessive demands in working hours occur (English et al., 1992).

In order to clarify the likelihood of sows returning to oestrus, stressing the conditions of reduced fertility and if yes, to which extent this effect is evident, the present work takes a focused look at this particular aspect of seasonal subfertility in pigs.

**MATERIALS AND METHODS**

Five pig farms located in three different regions of mainland Greece were included in the present study. A confined system is used in all farms for housing the pigs. A total of 2303 F1 hybrid (LW x Landrace) sows were involved in 6809 matings and 5606 farrowings over a period of 12 months.

**Farm 1**: Farm 1 is a 550 sows unit, located in southwestern Greece. Dry sows are housed mainly in crates, with a small number housed in boxes. There are 8 boars in the farm, used in Artificial Insemination (A.I.) and occasionally in natural services. Two services are always applied per each estrus.

**Farm 2**: In Farm 2, which is established in northern Greece, the reproductive population consists of 175 sows and 9 boars. Natural service is the only practice and two services are performed from two different boars in each estrus. Dry sows are housed in crates and post-weaning sows are grouped in boxes.

**Farm 3**: Located in south-western Greece, Farm 3 houses 188 sows and 10 boars, performing natural services, which is the only reproductive practice applied. All sows are housed in crates, visiting the boar's box only for fertilization.

**Farm 4**: Farm 4 is the last south-western Greek farm in the experimentation, housing 520 sows and 6 boars, in crates and boxes, respectively. A.I. is again the most applied method in reproduction, whereas few natural services are also taking place. In this latter case, two different boars are used/estrus.

**Farm 5**: A large farm in central Greece is the last unit included in the present study. The pig population is divided into two different establishments of 600 sows and 300 sows, respectively. Twelve boars are used for the matings in both farms and A.I. is the main practice. Each sow in estrus is served twice, not necessarily with semen from the same boar. In the few cases where natural service is preferred, the sow is moved to the boar pen for 2 matings. Although, the 2 establishments are under the same managerial and zootecnicical practices, due to the separation of the sow population, the second establishment of 300 sows will herein be referred to as Farm 6.

- All farms apply similar practice, as far as the recordings of the reproductive phenomena are concerned
- Successful fertilization is confirmed by the non-return-to-estrus method in the first 45 days post service and thereafter disruption of pregnancy was reported as abortion
- Farrowings take place under similar housing conditions in farrowing pens with slatted floors
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Statistical methods: We use a balanced panel data set of pig data from the previously mentioned 6 farms over a period of 12 months. The examination period of twelve months does not apply within a calendar year, but dates from December to November, in order to randomize the position of the quarter of the 3 months (July, August and September) in the 12-month period.

In overall the sample consists of 72 farm-month observations. The parameters recorded were:

- Number of sows mated (Services)
- Number of non pregnant sows before day 45 of gestation
- Number of non pregnant sows after day 45 of gestation

The calculated parameters for statistical analysis purposes were:

- Number of sows mated minus the total of non pregnant sows. This variable is termed as Pregancies and consists of the dependent variable of the analysis
- Number of sows mated. This variable is termed as Services and consists of the independent variable of the analysis

Statistical analysis is performed by the use of Microfit 4.0 Windows version, statistical package.

In order to be more confident about the non-normality inference, we perform the Jarque-Berra test.

To better conform to the normality assumption, we take a logarithmic transformation of both variables and of the percentage change of the variables. However, when a variable \( X_t \) is expressed in logarithms, percentage changes over time are expressed as follows:

\[
\ln \frac{X_t}{X_{t-1}} = \ln X_t - \ln X_{t-1} = D\ln X_t
\]

It is quite conceivable that we cannot take simple percentage changes and then take their logarithms because percentage changes usually include negative values.

After performing the logarithmic transformations, the final variable set of the present study includes the Pregnancies and Services variables expressed in levels and in logarithms, as well as their logarithmic percentage change. These variables are used to estimate the following regressions:

\[
PREG_{it} = \beta_{0i} + \beta_{1i} \ln SER_{it} + u_{it} \quad (1)
\]

\[
\ln PREG_{it} = \gamma_{0i} + \gamma_{1i} D\ln SER_{it} + e_{it} \quad (2)
\]

Where:
- PREG = Denotes pregnancies
- SER = Denotes services
- \( \ln = \) Denotes the natural logarithm of the variable
- Dln = Denotes the logarithmic percentage change
- I = Denotes the farm of data origin
- t = Denotes the month
- \( u_{it}, e_{it} \) = Assumed to be zero-mean, normally distributed error or disturbance terms i.e., \( u_{it} \sim N(0,\sigma) \)

Estimated regression t-statistics are corrected for conditional heteroskedasticity using White (1980) consistent covariance matrix. Our measure of explanatory power is the coefficient of determination (R²) which shows the degree to which changes in the explanatory variable (Services) explain changes in the dependent variable (Pregnancies). However, we report the adjusted values of R² because they are more appropriate for explanatory-power comparisons across different models.

To test for the linearity assumption we follow 2 paths. First we re-estimate the 3 regression models augmented by an additional variable being the square of the model-specific independent variable. If the additional squared variables are found to be significant, then the relation between pregnancies and services is potentially non-linear. Second, we perform the Wald test setting the restriction that the coefficients of the squared variables equal zero. If the Wald test is insignificant the additional explanatory variables can be omitted implying a linear relation between pregnancies and services. However, if the Wald test is found to be significant the additional variables need to be included in the model indicating potential non-linearities in the relation between the two basic variables. A thorough exposition of the Wald test is provided in Pagan and Hall (1983).

An interesting research question concerns whether the farm of data origin has any observable effects on the relation between pregnancies and services. To answer this question we employ six intercept dummies which account for each one of the six farms examined in the context of the present study. To examine whether the farm of data-origin has an impact on the results (heterogeneity across farms) we calculate six intercept dummies (F1-F6) which take the value of 1 if the variable values are originated from the respective farm and zero otherwise. Since, our concern lies only with the effects of
heterogeneity we avoid including slope dummies. The 6 vector dummies used in the analysis are orthogonal
(i.e., F1 + F2 + F3 + F4 + F5 + F6 = 1 and F1* F2* F3* F4* F5* F6 = 0). Therefore, multiplication of their
summation with the intercept term does not violate the initial regression model. The form of the regression
models will now be

\[ PREG_{ijt} = \alpha_0 + \sum_{j=1}^{6} \alpha_{ij} F_j + \alpha_{i,t} SERT_{ijt} + u_{ijt}, \quad (4) \]

Where:

\[ F_j = \text{The dummy variable accounting for farm } j \ (j = 1, 2, ..., 6) \text{ and } \sum_j F_j = 1 \]

A similar transformation is also conducted to the logarithmic models. In the case where any one of the
dummies is found to be significant, then the specific conditions applying to the, respective farm bear important
fertility implications.

An additional set of analysis concerns the question as
to whether the effect of services on fertility is less
profound during the quarter of July to September. This
problem is dealt by augmenting the initial models by a
seasonal Slope Dummy (SD) which takes the value of 1 in
months July, August and September and 0 in all other
months. In particular, the augmented form of the models
is as follows:

\[ PREG_{ijt} = \alpha_{i,t} + \alpha_{i,t} SERT_{ijt} + \alpha_{i,t} SD*SERT_{ijt} + u_{ijt}, \quad (5) \]

Of course, the 2 logarithmic models are being similarly
transformed. The sign and the magnitude of the slope
coefficient \( \alpha_i \) reveal the direction and the significance of
a seasonal fertility effect during the quarter from July-
September.

The potential low performance of the model raises the
question of model misspecification especially in the case
of omitted explanatory variables. To answer this question
we perform Ramsey’s RESET test which examines the
functional form of the regression model by calculating the
squares of the fitted values (Pagan and Hall, 1983). The
testable null hypothesis states that the model is not well
specified and the alternative hypothesis states that the
model is well specified. Significant values of the F-test
support the null hypothesis and indicate that the model is
potentially misspecified. The performance of the test
results in an F-test value of 3.11 and a respective p-value
of 0.08 indicating that the null of model misspecification
is rejected either at the 1 or at the 5% level of significance.

Therefore, despite the low performance in terms of
explanatory power, the model is well specified and all the
conclusions drawn about the inverse seasonal effect in
the pregnancies-services relation are fully justified.

In a final attempt, we test for potential non-linearity in
the relation between Services and Pregnancies. The
intuition is to test whether the extremely increased number
of services has an inverse effect than what is expected,
namely it results in a decreasing number of pregnancies.

To perform this analysis, the variables are ranked
according to the number of Services and are divided into
three groups. Group 1 (LOW) contains all observations
that correspond to the lowest 30% of the number of
Services. Group 2 (MEDIUM) contains all observations
that correspond to the medium 40% of the number of
Services. Finally, Group 3 (HIGH) contains all
observations that correspond to the highest 30% of the
number of services. If the values of the adjusted \( R^2 \)
deviate significantly across the three groups, then is
evidence of a potential non-linear relation between
pregnancies and services.

RESULTS AND DISCUSSION

Results: Table 1 tabulates some summary descriptive
statistics of the panel farm-month values of the two
variables and Fig. 1 portrays the Services and Pregnancies
levels for the total of the farms and over the 12-month
experimentation period.

The results of Table 1 offer a first indication of non-normality in the data. In particular, the mean values of
both variables deviate significantly from the respective
median values. Moreover, the values of skewness and
kurtosis reveal that the distributions of both variables are
right skewed and platykurtic. Finally, the minimum and
maximum values of both variables, along with their high
standard deviations reveal significant cross-sectional
differences across the six farms which potentially are
owed to the large differences in the size of the farms.

The results of the Jarque-Bera test provide somehow
mixed evidence of non-normality. The values of the test
for the Pregnancies and Services variables are 6.26 and
7.21, respectively, while the corresponding (p-values) are

<table>
<thead>
<tr>
<th></th>
<th>Pregnancies</th>
<th>Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>77.72</td>
<td>94.57</td>
</tr>
<tr>
<td>Median</td>
<td>72.50</td>
<td>96.50</td>
</tr>
<tr>
<td>Maximum</td>
<td>160.00</td>
<td>180.00</td>
</tr>
<tr>
<td>Minimum</td>
<td>22.00</td>
<td>24.00</td>
</tr>
<tr>
<td>SD</td>
<td>41.83</td>
<td>50.95</td>
</tr>
<tr>
<td>Skewness</td>
<td>2.20</td>
<td>0.66</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>1.62</td>
<td>1.46</td>
</tr>
<tr>
<td>Jarque-Bera test</td>
<td>6.26</td>
<td>7.21</td>
</tr>
<tr>
<td>Probability</td>
<td>0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>
percentage changes in both dependent and independent variables (Model 3). Interestingly, the near-zero intercept and the approximately unity slope coefficient, point towards a direct linear relation between monthly changes in pregnancies and monthly changes in services, which appears to be approximately dichotomous.

The results of performing the Wald test setting the restriction that the coefficients of the squared variables equal zero are exhibited in Table 3.

The results in Table 3 show that the linearity hypothesis is rejected at the 10% level of significance when the models include variables in levels and logarithms and at the 5% level when the model includes variables expressed in logarithmic percentage changes. Clearly, these results do not comprise a sound indication of non-linearity in the relation between pregnancies and services. However, nor do they fully support the existence of a direct relation between pregnancies and services which would conclude that any increase in the amount of services unambiguously leads to an increase in the number of pregnancies.

The impact of farm specific factors: The farms involved in the present study vary in size and are located in different parts of the mainland of Greece. Therefore, the significance of any of the calculated farm-dummies would conclude that farm size and location bear implications for the pregnancies-services relation.

The results of regressing pregnancies on services and on the 6 intercept dummies are shown in Table 4.

Interestingly, almost none of the dummies is found to be significant, even at the 10% level, irrespective of the estimation model used. The only exception refers to Farm 2, which is found significant at the 10% level in the case of Model 1. However, when moving to the other 2 Models the result falters, indicating that it is at best transitory. On the other hand, the services variable is found significant at the 1% level and consists of the only variable which exhibits solid explanatory power for pregnancies. Moreover, as compares to the results of Table 2, the values of the adjusted R² display no variation except in the case of Model 3 where we observe a marginal drop from 97-96%.

In overall, what can be drawn from the results of Table 4 is that the specific features of the farm of data origin (i.e., size, location etc.) include no observable factors which could possibly affect the relation between pregnancies and services.

The impact of seasonality: The quarter of July-September is considered to be a period of reduced fertility. To check whether the observed increased amount of services could
Table 3: Testing for linearity between pregnancies and services

<table>
<thead>
<tr>
<th>Model 1 (Levels)</th>
<th>Intercept</th>
<th>Services</th>
<th>Squared services</th>
<th>Adj. R²</th>
<th>Wald test</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.16(2.51)</td>
<td>0.62(1.66)</td>
<td>0.06*** (1.85)</td>
<td>0.96</td>
<td>3.43*** (0.66)</td>
<td></td>
</tr>
<tr>
<td>Model 2 (Ln)</td>
<td>1.38(1.84)</td>
<td>0.50(0.95)</td>
<td>0.07*** (1.77)</td>
<td>0.97</td>
<td>5.12*** (0.08)</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>0.01(0.50)</td>
<td>0.87(12.76)</td>
<td>-0.15*** (-2.20)</td>
<td>0.84</td>
<td>4.83*** (0.09)</td>
</tr>
</tbody>
</table>

Numbers are rounded to 2 decimal points. Regression t-statistics are shown in parentheses. The Wald test uses a chi-square (χ²) test to check whether the squared services variable is significant. The corresponding p-values of the test are shown in brackets. The superscripts *, ** and *** indicate significance at the 1, 5 and 10% levels, respectively.

Table 4: Farm-specific effect in pregnancies-services relation

<table>
<thead>
<tr>
<th>Services</th>
<th>Farm1</th>
<th>Farm2</th>
<th>Farm3</th>
<th>Farm4</th>
<th>Farm5</th>
<th>Farm6</th>
<th>Adj. R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (Levels)</td>
<td>0.81(4.18)</td>
<td>3.60(1.20)</td>
<td>5.16*** (1.72)</td>
<td>3.68(1.25)</td>
<td>-1.42(-0.47)</td>
<td>-4.92(-1.58)</td>
<td>1.69(0.54)</td>
</tr>
<tr>
<td>Model 2 (Ln)</td>
<td>0.95(4.09)</td>
<td>0.03(0.39)</td>
<td>0.09(0.97)</td>
<td>0.05(0.55)</td>
<td>0.00(0.00)</td>
<td>-0.04(-0.41)</td>
<td>0.01(0.15)</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>0.95(4.39)</td>
<td>-0.02(-0.37)</td>
<td>0.01(0.11)</td>
<td>0.00(0.00)</td>
<td>0.02(0.31)</td>
<td>-0.01(-0.18)</td>
<td>0.00(0.00)</td>
</tr>
</tbody>
</table>

Numbers are rounded to two decimal points. Regression t-statistics are shown in parentheses. The superscripts *, ** and *** indicate significance at the 1, 5 and 10% levels, respectively.

Table 5: Seasonal effects in the pregnancies-services relation

<table>
<thead>
<tr>
<th>Seasonal</th>
<th>Intercept</th>
<th>Services</th>
<th>slope dummy</th>
<th>Adj. R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (Levels)</td>
<td>1.44(1.17)</td>
<td>0.83(55.56)</td>
<td>-0.09(-3.25)</td>
<td>0.97</td>
</tr>
<tr>
<td>Model 2 (Ln)</td>
<td>0.03(-0.40)</td>
<td>0.96(57.49)</td>
<td>-0.02(-2.73)</td>
<td>0.97</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>0.00(-0.35)</td>
<td>0.97(17.38)</td>
<td>-0.57(-2.30)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Note: Numbers are rounded to two decimal points. Regression t-statistics are shown in parentheses. The superscripts *, ** and *** indicate significance at the 1, 5 and 10% levels, respectively.

Table 5 tabulates the results of running the three regression models of pregnancies on services and on the seasonal slope dummy. It clearly appears that the services variable, expressed in any of the three forms (levels, Ln and DLn) is no less significant as compared to our previous results. Interestingly, the seasonal dummy is found negative and significant in all three models implying an inverse relation between pregnancies and services in the months of July, August and September. Therefore, given that within this quarter the farrowing rates are at low levels, it is reasonable to assume that the reproduction activity is more intense. However, our results document the ineffectiveness of intensive reproduction and conclude that the increased amount of services potentially consists of one of the factors that explain the decreased pregnancy levels.

Surprisingly enough it is Model 3 which exhibits the worst performance of all. The value of the adjusted R² drops to 85% and the seasonal dummy is found significant only at the 5% level. Of course, Model 3 employs variables expressed in percentage changes and bears different implications than the other two models. In particular, Model 3 reveals that the seasonal effect is less profound, when interest lies with the relation between the pace of change in services and the pace of change in pregnancies. In other words, the results of Model 3 imply that the percentage of decrease in the number of pregnancies is not fully explained by the percentage of increase in the number of services. Instead, there may be other factors, not included in the model, which explain the residual portion of the variability in the percentage change of pregnancies. Since, this finding is only evident during July, August and September, it leads to the assumption that the effects of all the genetic, physiological and environmental factors that constitute the seasonal subfertility syndrome are also present.

Explaining the form of the pregnancies-services relation:
The results reported so far bear some implications on the form of the pregnancies-services relation. A primary set of tests has provided some evidence of a non linear relation. Another set of tests has revealed a robust seasonal inverse relation. In an attempt to investigate the cause of these two findings we rank our observations according to the size of the services variable and form three groups: One including the observations which correspond to the lowest 30% of the number of Services and is termed as Group 1 (LOW); another one including the observations that correspond to the medium 40% of the number of Services and is termed as Group 2 (MEDIUM); finally, a third one which includes all observations that correspond to the highest 30% of the number of Services and is termed as Group 3 (HIGH).

The results of the regression analysis for each one of the three groups are shown in Table 6. A focal point of discussion concerns the sign and significance of the services variable. It appears that irrespective of group and model of estimation this variable is positive and significant at the 1% level, magnifying its importance as an explanatory variable for pregnancies. However, the most interesting result concerns the evolution of the adjusted R² across the 3 groups of observations. In
Table 6: Regression analysis of groups formed according to the number of services

<table>
<thead>
<tr>
<th></th>
<th>Intercept (SE)</th>
<th>Services (SE)</th>
<th>Adj. R²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1: Low services</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (Levels)</td>
<td>7.47 (2.20)</td>
<td>0.66* (6.68)</td>
<td>0.56</td>
</tr>
<tr>
<td>Model 2 (Lo)</td>
<td>0.61 (1.75)</td>
<td>0.79* (8.09)</td>
<td>0.61</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>-0.07 (30.57)</td>
<td>0.87* (87.87)</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Group 2: Medium services</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (Levels)</td>
<td>1.93 (3.00)</td>
<td>0.80* (16.81)</td>
<td>0.87</td>
</tr>
<tr>
<td>Model 2 (Ln)</td>
<td>0.05 (0.25)</td>
<td>0.54* (18.26)</td>
<td>0.88</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>-0.02 (0.87)</td>
<td>0.59* (42.22)</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Group 3: High services</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (Levels)</td>
<td>-44.38 (-1.99)</td>
<td>1.10* (8.21)</td>
<td>0.61</td>
</tr>
<tr>
<td>Model 2 (Ln)</td>
<td>-2.15 (-2.13)</td>
<td>1.39* (7.01)</td>
<td>0.56</td>
</tr>
<tr>
<td>Model 3 (DLn)</td>
<td>0.14 (5.29)</td>
<td>0.75* (14.76)</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Numbers are rounded to two decimal points. Regression t-statistics are shown in parentheses. The superscript * indicates significance at the 1% level.

In particular, for each one of the three estimated models the value of the adjusted R² increases when moving from the low-services group to the medium-services group and decreases when moving further to the high-services group. The observable implication of this finding is that the explanatory power of services for pregnancies is contingent upon the number of services and exhibits an inverse U-shaped form.

In terms of model performance, superiority lies with Model 3. In all three groups it outperforms the other 2 models by delivering the higher values of adjusted R². Moreover, when focusing on the medium group results, we observe that the explanatory power of the model is approximately 100% indicating that percentage changes in services fully explain percentage changes in pregnancies. Further inspection reveals that the model plots an almost perfect linear relation (zero intercept and unity slope) between percentage changes in services and in pregnancies. It thus appears that the failure of the primary tests to verify a direct linear services-pregnancies relation for the full sample is owed to the extremely low and extremely high services observations which potentially induce the non-linearity effects.

In overall, the results of this path of analysis support that increasing the number of services does not necessarily guarantee increased farrowing rates. Our findings indicate that a mediocre reproduction activity enhances farrowing performance. This result also offers the grounds to generalize the seasonal effects observed in the pregnancies-services relation. In particular, if during the months of farrowing depression, mating becomes intensive, the observed inverse pregnancies-services relation is an extremely high services effect, added to the effect of the season in question.

**General discussion:** The thorough examination of the results confirms the perception of the seasonal subfertility syndrome as an unquestionable phenomenon, but with such a complexity that, in many cases, simple figures and rates fail to express.

The presentation of the recorded values of the numbers of sows inseminated monthly and the numbers of the sows that farrowed shows that normal distribution can only be marginally assumed, due to excessive values in both cases of Services and Pregnancies which introduce a bias in the distribution of the values over the 12-month period. In the case of services, managerial strategies of each stock can affect the numbers of services to apply to market demands. In the case of pregnancies, although the monthly-recorded values should covariate with the number of services, this is only the case in the period when seasonal subfertility values is not evident. From June onwards, a discrepancy between the numbers of Services and Pregnancies is growing, applying again to covariance assumptions after October and thus, providing evidence that the pig is a short day-length breeder (Love et al., 1993).

What is striking, though, is the fact that the discrepancy is not produced by low numbers of Pregnancies, but by increased numbers of Services.

However, in the regression analysis of the values, the Services-Pregnancies relation gives a high correlation index (R² = 0.96, p<0.01) which demonstrates that the number of Services explains almost all the variability in Pregnancies. This trend is confirmed after the logarithmic transformation of the data, showing the strong Services-Pregnancies relation.

In order to exclude the farm effect on the Services-Pregnancies relation, the farm dummies provide low statistical analysis indices, underlining the fact that productive farms, irrespective of size, with average level of managerial and zootechnical practices like the farms involved in the present study, are consistent in the pursuit of numbers of Pregnancies as close as possible to the numbers of Services, maximizing conception/farrowing rates and litter size in sows and gilts (Hughes and Hemsworth, 1994) but this is not always achieved in the quarter of seasonal subfertility. In this case, the farm effect is only evident where high level of management is practiced. Indeed, in well-managed farms of the climatic zone of North-western Germany, even climatic factors have no substantial effects on sow fertility (Lahrman and Gardner, 1997). On the other hand, the farm effect has been found significant on other reproductive parameters such as litter size and piglet mortality (Kharouf et al., 1991a) and the lengths of gestation, lactation, weaning to conception interval and sow reproductive life (Kharouf et al., 1991b) in Greek pig farms.
The explanation of the deviation among Services and Pregnancies values over the potential seasonal subfertility period is attempted in two different approaches.

Initially, the season dummies isolate the majority of the high Service values, which coincide with the potential seasonal subfertility period. The regression analysis results ($R^2 = 0.96$, $p<0.01$) show that, not only is the seasonal subfertility effect evident (declination of Pregnancies from Services) but there is negative relation between Services and Pregnancies in the period which is critical for the expression of seasonal subfertility. The first fraction of the explanation of the results is in absolute agreement with the majority of the relevant literature recently reviewed by Peltoniemi and Virolainen (2006). The fact that, although the performed Services increase, the Pregnancies remain persistently low, suggests that there exists an aspect in the phenomenon of seasonal subfertility which is not expressed in the examination of conception and farrowing rates as percentages only. It takes the investigation of the values of Services and Pregnancies together to demonstrate that the conditions of the potential seasonal subfertility period deteriorate by the expression of the phenomenon itself. This means that the more sows are not successfully impregnated the more sows participate in subsequent services. However, the number of the Pregnancies remains low. What is striking is that as soon as the environmental stressors are withdrawn after October, the Services routine, along with the successful services (Pregnancies) returns to normal. Added to that, the same trend for decline is not evident when the Service numbers also peak in March. Moreover, if it is attributed to overuse of boars which is known to affect semen quality and quantity, this is only significant in long-term frequent collection schemes (Schilling and Vengust, 1987; Pruneda et al., 2005). It is therefore, suggested that it is more substantial for a quarter rather than one month and it must be regarded as an added expression of seasonal subfertility conditions.

Indeed, when the data is classified in 3 levels according to the numbers of services (Low, Medium and High) the Services-Pregnancies relation is only established in the medium-level values ($R^2 = 0.87$, $0.88$ $0.98$ for Models 1, 2, 3, respectively, $p<0.01$). When less or more Services are performed, irrespective of season, their number lacks in explanatory power upon the numbers of Pregnancies. This finding confirms the previous assumption that excessive numbers of Services are only meaningful upon Pregnancies during the quarter of July-August-September which coincides with the subfertility season.

CONCLUSION

The thorough statistical analysis and interpretation of the data confirm the assumption that the reproductive performance of pig herds is a complex phenomenon which lacks in normality and difficult to explain with plain figures and rates.

In a 12-month-round period, when the effect of farm and season are neglected, there is an obvious strong relation between the numbers of sows mated (Services) and the sows impregnated (Pregnancies) which, however, is not linear.

The farm-effect failed to express any implications on the pregnancies-services relation.

On the contrary, there is an evident seasonal effect in the quarter July-August-September, causing a season-specific negative relation between Services and Pregnancies. This implies that, in contrast with the rest of the months, during this period, as the number of Services rise, the number of Pregnancies deviates. What is more, there are other than the examined factors present, giving strong evidence for the manifestation of the multiplex seasonal subfertility syndrome.

Since all the causal factors of the decreased fertility in this period are generally assumed to constitute the seasonal subfertility syndrome, it is only reasonable to recognize, based on the present study, that, apart from the genetic, physiological and environmental aspects, the elevated numbers of services which are, themselves, generated by reduced fertility, enhance the expression of the seasonal subfertility syndrome.
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