Traffic Surveillance System for Vehicles Counting and Speed Estimation

Laith A. H. Al-Shimaysawee, Ali H. A. Aldabbagh and Hussein M. H. Al-Rikabi
Robotics and Computer Vision Research Group (RCVRG),
Department of Electrical Engineering, Faculty of Engineering, University of Kufa, Najaf, Iraq

Abstract: In this study, we present an algorithm to count vehicles and estimate their speed using cameras mounted on roads. The first step in the proposed algorithm is motion detection and then vehicles are detected after some threshold, morphological and contour operations. After detection process, vehicles can be counted and their speed can be measured. The vehicles counting part of the proposed algorithm was tested using 6 data sets which show different times and weather conditions and compared with the manual counting which is considered as ground truth. The vehicle speed measurement part of the proposed system was tested using 5 videos from five datasets available online. These data sets have a ground truth file for the actual speed of each vehicle. The actual speed was recorded by a high precision speed meter. The measured speeds were compared with the recorded ground truth values. Both parts of our system showed very good results. The overall counting accuracy was (90.8%) and the accuracy of speeds measurements that is within the acceptable error interval was (88.21%). The speed measurement was considered acceptable if it is within the (-5, +5 km/h).
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INTRODUCTION

In recent years, many artificial intelligence and computer vision technologies have been developed significantly in different aspects and various applications such as Drive Assist Systems (DAS) (McCall and Trivedi, 2006), surveillance systems (Wang, 2012), computer and robot interactive applications (Fuji et al., 2018), rescue assist and military applications (Matsuno and Tadakoro, 2004) and many others (Fuchs et al., 1998; Taylor et al., 2016). It is a very important to develop such techniques to monitor traffic in cities in terms of collecting information about the roads that have traffic issues and the time of traffic and then using this collected information to develop the road ways and maybe establish new ones to solve the traffic problems.

Moreover, some artificial intelligence techniques can be combined with traffic light system to produce an intelligent traffic light that provides more time to empty the crowded sides rather than providing time equally to all direction regardless whether the road side is empty or crowded. On the other hand, some computer vision techniques can be developed to monitor the roads and streets in any city and help to locate any stolen vehicles and send their locations to the police station. In addition, such algorithms can be used to capture any vehicle that exceeds the speed limit and record its license plate to provide a fine to the driver. Using such technology is very efficient to solve many issues in the traffic surveillance and makes the research of the traffic police easier and effective. However, many developments are required to be done to improve the measurement accuracy and efficiency. In this study, we develop a camera surveillance system and propose a computer vision algorithm to count vehicles and estimate their speed. Using a camera to count vehicles and measure their speed is very beneficial if compared with Doppler and Radars, since, the camera surveillance system requires less cost and does not require frequent maintenance.

Literature review: In the following two subsections, we present a brief survey about the related research that have been proposed for vehicles counting and speed estimation using camera monitoring system.

Vehicles counting: A morphological operator was used for background registration technique and segmentation in Daigavane and Bajaj (2010). In this research, video camera system mounted on highways has been proposed to detect and count objects dynamically. Target objects were identified in the presence of partial occlusions and ambiguous poses by combining time domain statistical
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measures and simple domain knowledge about these objects classes. The problems of unsupervised video/image segmentation and object modelling with multimedia inputs string were considered by Chen et al. (2001) for a real-life traffic monitoring for the purpose of capturing the spatial and temporal behaviors of the tracked vehicle objects. An enhanced particle filter for vehicle tracking was proposed by Gao et al. (2009) based on Redundant Discrete Wavelet Transform RDWT and Scale Invariant Feature Transform (SIFT) algorithms. To overcome the weakness of time domain for vehicle detection, a RDWT algorithm was used for detection purpose and then set of key points were extracted as particles and matched with the follow up image frames. Vehicle detection and classifications algorithms were proposed by Gupta et al. (2002) based on sequences of monocular images of the traffic scenes that are recorded by a still camera. The proposed algorithm by Gupta et al. (2002) consists of segmentation using current and prior frame difference, region tracking using spatial matching method, vehicle parameters recovery, vehicle identification, vehicle tracking and then finally vehicle classification. To overcome the challenges of classification of different vehicle classes such as sedans vs taxis, a rich edge representation using modified SIFT as descriptor based algorithm for vehicle classification was proposed by Ma and Grimson (2005). However, the algorithm fails for changes in view and occlusion. Buch et al. (2011), detection and classification of individual vehicles was done by combining 3D extended Histograms of Oriented Gradients (HOG). An image warping was used by Jun et al. (2008) and Salvi (2012) as a pre-processing step to generate a horizontal or vertical road segment to facilitate the detection and tracking. A cascaded regression model for vehicle counting and classification was proposed by Liang et al. (2015) which is able to deal with severe occlusions and a very low vehicle image resolution. Biswas et al. (2017), vehicle counting was done using the Gaussian background subtraction method. In addition, OverFeat framework is also proposed for vehicle counting in the earlier research. The OverFeat framework consists from machine learning classifier and Convolution Neural Network (CNN).

**Speed estimation:** There are many video based proposed algorithms for vehicle speed estimations based on background/foreground segmentation process for the purpose of motion detection. The segmentation process may be as simple as frame difference between the current and prior image frames such as Daniel and Purnin (2000), Madasu and Hanmandlu (2010), Dogan et al. (2010) and He and Yung (2007) or statistic models based on median such as Zhiwei et al. (2007), Maduro et al. (2008) and Palaio et al. (2009) or even using Gaussian distribution for segmentation purpose such as. Vehicle speed estimation is based on tracking image features or image regions. Tracking image regions based on direct blob analysis was proposed by Daniel and Purnin (2000), Madasu and Hanmandlu (2010), He and Yung (2007), Maduro et al. (2008). In these proposed methods, moving blobs were created after filling the moving edges (Daniel Purnin, 2000) or image patches or corners (Madasu and Hanmandlu, 2010) that resulted from morphological operators on binary images. However, these methods are very sensitive to shadow and illumination variations. In addition, the results of these algorithms are decent just in the case when a camera is mounted in high position above the road. Dogan et al. (2010), the researchers use Lucas-Kanade optical flow algorithm to overcome the problems of blob analysis by directly tracking the distinctive features. However, the algorithm can only process single vehicle at a time, since, it deals with side view images. Vehicle speed estimation by tracking licence plate region was proposed by Garibotto et al. (2001), Czajewski and Iwanowski (2010) and Garg and Goel (2013). License plate recognition was done by Garibotto et al. (2001) using optical character recognition by template matching algorithm. The drawback of the research is that it depends on the OCR robustness and did not produce acceptable results even in a controlled environment. In addition, the algorithm proposed by Czajewski and Iwanowski (2010) also suffers from the same problem. To overcome the precise character segmentation problem, (Luvizon et al., 2017) proposed an algorithm for speed measurement which does not depend on character recognition but it tracks the selected features in license plate region.

**Setup of system hardware:** The hardware of the system consists of cameras fixed on high places such as bridges or traffic lights and lighting poles and mounted on the roads and streets for traffic surveillance and control. We fixed a camera on a pedestrian's bridge and mounted it on Kufa-Najaf main road, one of the main roads in Al-Najafi city. The camera that is used to record videos to test the proposed system was 16 MP from Samsung Galaxy S5 mobile. The recorded data sets can be freely delivered for research purposes by request from the researchers. Figure 1 shows the system of the camera system with some parameters which are explained in the next study. Figure 1 is a modified sketch from (Luvizon et al. 2017).
MATERIALS AND METHODS

Description of the proposed algorithm: The proposed approach has four main parts: motion detection, vehicles detection, counting vehicles and estimating vehicles speed. Figure 2 shows these main parts. In the first part (Fig. 2b), the process of detecting motion is established by subtracting two successive image frames Eq. 1 and then, if there is any motion, it will be detected. Fig. 3 shows motion detection process:

\[ \text{Detected-motion} = \text{Frame(i)} - \text{Frame(i-1)} \quad (1) \]

In the second part (Fig. 2c), the first step in the vehicle detection process is to convert the incoming image frame to grayscale image. Then, after a proper adjusted threshold, the image frame is converted to binary image and vehicles can be detected but with some noise appeared. By using morphological operations, the noise can be removed.

The structuring element used in the erosion operation was a square of side length of four pixels. The purpose of erosion operation is to remove noise. Then a dilation operation was used to combine the parts of expected vehicles to be detected and located. The structuring element used in the dilation operation was a square of side length of 10 pixels. The dilation operation has been repeated 5 times to ensure the separated parts of the expected vehicles are combined in one object. The values of structuring elements were selected based on many tests and experiments on the input videos. Then, the processed frame passes through a filter to keep only the objects with a size close to size range of the expected vehicles. The size range has been determined previously in the system hardware setup stage. Then, any object outside the region of interest is removed (Fig. 4 shows the region of interest). Figure 5 shows vehicles detection process.

In the third part (Fig. 2d), the algorithm counts the detected vehicles when pass a specified region of interest (Fig. 5). Figure 6 shows counting vehicles process.

In the last part (Fig. 2e), the speed of the detected vehicles can be estimated by the following procedure:

The speed can be measured using Eq. 2 by dividing the distance moved by the vehicle by the elapsed time for that move:
Vehicle L = 1
Vehicle R = 11
Total = 12

Fig. 5: Vehicles detection process: a) Converting to Grayscale; b) Threshold the image; c) Morphological operations; d) Detecting objects with size close to the expected vehicles sizes and e) Processing the specified region of interests

Vehicle L =
Vehicle R =

Total = 12

Fig. 6: Process of counting vehicles

\[ v = \frac{D(\text{km})}{T(\text{h})}(\text{km/h}) \]  (2)

The proposed system measures the elapsed time by recording the initial time \( t_i \) after detecting vehicle and recording the time \( t_f \) in the next image frame. Then, the elapsed time is the difference between them as shown in Eq. 3:

\[ t = t_f - t_i \text{ (sec.)} \]  (3)

The distance can be measured by counting the Pixels (P) that the vehicle has moved. Then to convert the pixel number to real distance \( d \) in metre, we multiply by a Metre/Pixel ratio (MP-ratio) which has been calculated when the system has been calibrated. These parameters have been demonstrated in Fig. 6. MP-ratio is determined by measuring the distance between two distinctive landmarks in metre and counting the pixel number between these landmarks in the image and then dividing these two values. Equation 4 shows how the distance has been calculated:

\[ d = P \times \text{MP-ratio} \ (\text{m}) \]  (4)

The speed can be measured in Eq. 5. It is important to mention that the value (3.6) has been multiplied to convert units from (m/sec.) to (km/h):

\[ v = \frac{d}{t} \times 3.6 \ (\text{km/h}) \]  (5)

To increase the accuracy of the speed estimation, the speed has been measured three times for each vehicle and the average has been taken as shown in Eq. 6:

\[ v_s = \frac{v_1 + v_2 + v_3}{3} \ (\text{km/h}) \]  (6)

**Experiments**

**Testing the proposed method for vehicles counting:** The proposed approach was tested using six data sets. Each data set contains a video with 2 min length recorded from a camera mounted on high place and directed to the road. These data sets were recorded in different places, different times and different weather conditions. The first two data sets were recorded in clear weather at about 12:30 pm (Fig. 7 which shows glimpse of the recorded videos). The second two data sets were recorded in a dusty weather at about 9:00 am. The last two data sets were recorded at night (8:00 pm). These data sets show high traffic videos. The results of the proposed counting algorithm were compared with a manual counting of vehicles in the recorded videos. The manual counting was considered as a ground truth.

**Testing the proposed method for vehicle speed measurement:** The vehicle speed measurement part of the proposed algorithm was tested using five videos from 5 datasets available online (Luvizon et al. 2017). These videos were recorded by 5-megapixel camera with resolution of 1920×1080 and 30.15 frames/sec. These videos are classified to 5 categories according to their recording and weather and situations (Fig. 8 shows samples of these data sets). These data sets have a ground truth file for the actual speed of each vehicle. The actual speed was recorded by a high precision speed meter (Luvizon et al., 2017). The measured speed by our proposed approach were compared with recorded ground truth values.
RESULTS AND DISCUSSION

We tested the vehicle counting part of the proposed algorithm on 6 different data sets. Table 1 shows the evaluation results. In the first 2 data sets, the weather was clear in the footage and at the day time. The counting accuracy are 96.21 and 94.81%, respectively. In the 3rd and 4th data sets, the counting accuracy are 93.58 and 92.66%, respectively which is less than that in the previous two sets. This is because of the bad weather condition where the weather was dusty. However, the results still good and acceptable. In the 5th and 6th data sets, the counting accuracy are 85.56 and 81.99%. The results are not good as in the previous sets, since, the
data sets were recorded at night with low lighting. Moreover, the vehicles lights add more complexity to the situation. However, the results still acceptable. Overall, the proposed approach has shown very good overall counting accuracy with 90.8%. We used the following accuracy relation Eq. 7 (Gupte et al., 2002) (Fig. 9 and 10):

\[
\text{Accuracy} = 1 - \frac{\text{Manual counting} - \text{Algorithm counting}}{\text{Manual counting}}
\]

Regarding the evaluation of speed measurement, we tested vehicle speed measurement part of the proposed algorithm on 5 videos from five datasets available (Luvizion et al., 2017). The speeds measured by our method were compared with the ground truth speeds obtained by the inductive loop detectors. The measurement was considered acceptable if it is within the (-5, +5 km/h) error interval. It was found that 88.21% of the speeds measurements were within the acceptable error

Fig. 9: The distribution of the speed measurement errors

Fig. 10: Examples of evaluation results of the vehicles speeds measurements; a) Set01-video01 (Frame No.: 2287) Measured: 20.4 km/h (Actual: 21.02 km/h); b) Set01-video01 (Frame No.: 880) Measured: 50.08 km/h (Actual: 50.84 km/h); c) Set02-video01 (Frame No.: 2020) Measured: 21.33 km/h (Actual: 23.37 km/h); d) Set05-video01 (Frame No.: 36118) Measured: 45.79 km/h (Actual: 48.07 km/h); e) Set04-video01 (Frame No.: 10853) Measured: 22.37 km/h (Actual: 22.73 km/h); f) Set02-video01 (Frame No.: 7332) Measured: 50.73 km/h (Actual: 50.71 km/h); g) Set03-video01 (Frame No.: 1914) Measured: 33.39 km/h (Actual: 33.94 km/h); h) Set02-video01 (Frame No.: 534) Measured: 45.45 km/h (Actual: 43.57 km/h); i) Set01-video01 (Frame No.: 767) Measured: 48.04 km/h (Actual: 50.59 km/h); j) Set04-video01 (Frame No.: 904) Measured: 47.61 km/h (Actual: 50.63 km/h); k) Set05-video01 (Frame No.: 20519) Measured: 50.08 km/h (Actual: 49.06 km/h) and l) Set03-video01 (Frame No.: 2047) Measured: 44.52 km/h (Actual: 46.89 km/h)
interval. Whereas the ratio of the speeds measurements lower and above the acceptable error interval were 2.36 and 9.43%, respectively. Figure 9 shows the distribution of the measurement errors. It is important to mention that these ratios were calculated based on the valid vehicles that have speed measurement in the ground truth. Figure 10 shows examples of measured speeds.

**CONCLUSION**

This study addressed the problem of vehicles counting and speed estimation using camera mounted on the road. We proposed an algorithm that consists from motion detection, vehicles detection, speed measurements and counting. Motion detection is done by subtracting two successive frames. After that vehicles are detected by threshold, morphological and contour operations. Finally, after obtaining vehicles in the region of the interest, vehicles can be counted and their speed can be measured. To evaluate the proposed algorithm, testing vehicle counting and speed measurement were done separately. The vehicle counting part of the proposed algorithm was tested using six data sets. The data sets contain different times and weather conditions. The vehicle counting algorithm is compared with the manual counting which is considered as ground truth. The experiments show a good result as 90.8% for vehicle counting.

**RECOMMENDATIONS**

To evaluate the proposed vehicle speed measurement algorithm, we used five videos from 5 datasets available online where these data sets have a ground truth file for the actual speed of each vehicle using very precise inductive loop detector. Experiments shows that the speeds measurements were within the acceptable error interval where the speed measurement was considered acceptable if it is within the (-5, +5 km/h).
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