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Abstract: Arabic is one of the most complex languages and it has a rich vocabulary also it has difficult and different structure when compared with the others languages. Arabic language has many challenges in text mining one these challenges are how to achieve highest classification accuracy. We proposed in this research a feature engineering of the best combination of preprocessing procedures with appropriate feature representation that has direct affected the classification accuracy of the Arabic text. Preprocessing and feature representation represent the main steps in any text classification framework. This phase is very important to design any text classifier that deals with this sophisticated language. In this study, we used four classification classifiers Support Vector Machine (SVM), Decision Tree (DT), Naive Bayes (NB) and K-Nearest Neighbor (KNN). From analysis and experimental results on Arabic text data we reveal that preprocessing techniques and feature representation and weighting have an important influence on the classification accuracy. Also, its depend on choosing the suitable combinations of preprocessing tasks with the appropriate feature representation and classification techniques provides a good improvement in the accuracy of classification. This study shows that the SVM (82.6%) and KNN (78.33%) have better performance on average over the DT (57.40%) and NB (76.21%). The SVM achieved accuracy (88.67%) with the combination of tokenization, filtering, normalization and light stemming with TFIDF as feature representation and KNN classifier gives 88.00% using the combination of tokenization, filtering as preprocessing and TFIDF as feature representation with information gain as feature selection.
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INTRODUCTION

Text classification can be found in many applications in the world, e.g., the news is typically organized by categories by topics, language and geographical also any scientific papers usually categorized by scientific domain and sub domain. Another widespread application is spam filtering where emails are classified into the spam and non spam. Then we can define text classification is an important natural language processing task in the current era of data mining and big data. A lot of researchers have been worked and studied text classification in English language and other languages. However, for the Arabic language the fifth language of the world in terms of numbers of native speakers (according to Wikipedia) Arabic text classification is still very limited. So, the goal of this study is to design and find an appropriate “feature engineering” that give best classification accuracy and also compare the influence of the different combination of preprocessing, feature representation and feature weighting on the classification accuracy of Arabic text using classical classifiers.

The nature of Arabic text is different than that of English text also there are many differences between Arabic text classification and English text classification (Mecht et al., 2016). Preprocessing of Arabic text is more challenging and need more work to clean the text than English. In tokenization process is usually sufficient in English but non-English language documents will certainly necessitate custom tokenization or segmentation. Also, in Arabic there are normalization rule can be used in to change some letters to reduce the dictionary size reduction while in English just change the character from upper to lower case or can be used to some dictionaries do this process to change some word with same synonym. Stemming or lemmatization in English this process just removes affixes from the word to ensure that morphologically different forms of a word are changed into the same stem. In Arabic there are not just affixes also there are infix and need complicated process to get the root of the word for this, we use different stemming algorithms light and root stemming (Ayedh et al., 2016; Pak and Gunal, 2017; Uysal and Gunal, 2014).
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To achieve our goal we must pass through a set of phases. The first phase is collecting different types of Arabic data set. The second phase is the preprocessing which consists of separate text to token and do some filtering operation like remove numbers, remove stop words, remove diacritics, etc., also can make some transformation in operation called normalization and also can extract root of a word or remove suffix and prefix using operation called stemming. The third phase of represent the text in different feature representation and feature weighting. The fourth phase is applied four types of classifiers and finally evaluates the classification accuracy where the text separated to training data and testing data. In this phase, training phase where we use one of the classification algorithms to get the trained model that will be evaluated with the testing data (Sallam et al., 2016; Axyonov et al., 2016; Mendez et al., 2005).

**Literature review:** There is previous work on feature engineering for text classification to enhance the text performance, the undertaken tasks on text classification is primarily conducted in English. Scott and Matwin (1999) examines a large set of text representations including lexical (bag-of-words), syntactic (noun phrases and key phrases) and semantic features (synonym and hyponyms relations and concepts from WordNet). Syntactic features have been also used in combination with other lexical or semantic ones. Os et al. evaluate the impact of different text engineering of biomedical texts for reproducing the Medical Subject Headings MeSH annotations of some of the most frequent (MeSH) headings with unigrams and bigrams for features that include noun phrases, citation meta-data, citation structure and semantic annotation of the citations. And conclude that specific combinations of learning algorithms and appropriate features could further increase the performance of an indexing system. Forman and Kirshenbaum (2008) describes a fast method for text feature engineering that folds together unicode conversion, forced lowercasing, word boundary detection and string hash computation and show empirically that our integer hash features result in classifiers with equivalent statistical performance to those built using string word features but require far less computation and less memory. Garla and Brandt (2012) presents a novel feature ranking method that utilizes the domain knowledge encoded in the taxonomical structure of the unified medical language system and we developed a novel context-dependent semantic similarity measure.

For Arabic researchers explore and compare different kinds of feature engineering and classification techniques in Arabic text classification. For example, Aljahmi et al. (2013) focus on combining a bag of word and bag of concepts as text representation. They described five different types of feature representation and experiment with different classifiers and the result was SVM has best performance over NB and C4.5, respectively. Mesleh (2007) also used a bag of word representation with Chi-square for feature selection. And he used SVM classifier and yield 88.11% accuracy when applied to in-house Arabic data set. Alabbas et al. (2016) summarize the main characteristics of the different text classification techniques and methods used in Arabic text classification. Wahbeh and Al-Kabi (2012) make a comparison between three classification methods using Arabic text which consist of four classes (sports, economics, politics, Al-Hadith Al-Shareef). The comparison is focused on two main aspects accuracy and time. The results showed that the NB gives better accuracy than SVM and classifier, respectively. But it shows the time is taken to build the SVM Model is better than NB and J48 Model classifiers. Abdelwad uses SVM the researchers focus on performance on Arabic text classification system. They used Chi-square as feature selection. They also use many steps of preprocessing to give a better evaluation. Also, the proposed system gives a good result when the researcher use many features to show the effectiveness of six feature selection methods ($\chi^2$, NGL, GSS, IG, OR and MI) with SVM classifier. Also, Table 1 shows the differences between our research and previous works. In this table, we use some abbreviate, Normalization (NO),

<table>
<thead>
<tr>
<th>Paper</th>
<th>SW</th>
<th>WL</th>
<th>NO</th>
<th>ST</th>
<th>SL</th>
<th>FR</th>
<th>FS</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duwairi et al. (2009)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>KNN</td>
</tr>
<tr>
<td>Al-Sharyabi et al. (2011)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>NB, SVM, J48</td>
</tr>
<tr>
<td>Khorsheed and Al-Thubaiti (2013)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>Tfidf</td>
<td>-</td>
<td>-</td>
<td>KNN, NB, SVM</td>
</tr>
<tr>
<td>Mesleh (2008)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>Tfidf</td>
<td>Chi^2, GSS, OR, MI</td>
<td>SVM</td>
<td></td>
</tr>
<tr>
<td>Sharef et al. (2014)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>NB, DT</td>
</tr>
<tr>
<td>Al-Walhaie and Khan (2017)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SVM</td>
</tr>
<tr>
<td>Al-Thubaiti and Al-Subaie (2015)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Tfidf</td>
<td>-</td>
<td>-</td>
<td>SVM</td>
</tr>
<tr>
<td>Al-Anzi and AboZena (2017)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SVM, NB and C4.5</td>
</tr>
<tr>
<td>Aljahmi et al. (2013)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>BOW</td>
<td>-</td>
<td>-</td>
<td>SVM, KNN, NB, DT</td>
</tr>
<tr>
<td>Proposed study presenting</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>Tfidf</td>
<td>Chi^2, IG, MI</td>
<td>SVM, KNN, NB, DT</td>
<td></td>
</tr>
</tbody>
</table>
Stop Word removal (SW), Word Length (WL), root Stemming (ST), Light Stemming (SL), Feature Representation (FR) and Feature Selection (FS).

Arabic language structure: The Arabic language represents the 5th languages in the world it is spoken and used by more than (450) million people http://www.mdpi.com/1999-4893/9/2/27/htm-B14-algorithms-09-00027 (Kanan and Fox, 2016). The Arabic is one of the semantic languages that have sophisticated morphology, Arabic is completely different from the most popular languages, like Spanish and English (Thabtah et al., 2012). Hence, Arabic grammar has different form and has a very complex morphology format when compared to the English language. Arabic words formed by connected three-root consonants with fixed vowel patterns and sometimes an affix in a cursive script. Arabic texts are read from right to left. There are no upper and lower case characters and the rules for punctuation is easier than in English. The Arabic language consists of 28 letters:

\[
\text{阿拉伯字母表}
\]

Arabic has three grammatical cases: nominative, accusative and genitive. And two genders: feminine and masculine. In general Arabic words can be classified into nouns, verbs and particles. A noun represents as nominative when it be a subject and represent as accusative when it be an object of a verb and as genitive when it be an object of a preposition. Also, verbs could be perfect, imperfect or imperative. Particle includes pronouns adjectives, adverbs, conjunctions, prepositions, interjections and interrogatives (Zrigui et al., 2012). Arabic also uses diacritics symbols below or above the letter to add grammatical formulation, distinct pronunciation or to make different meaning of the word. Diacritics include (ُ،ْ،，،،،،،،،ٌ،’،‘) So, because of this complex structure of Arabic, we can’t apply the same preprocessing.

MATERIALS AND METHODS

Our proposed methodology aims to develop an Arabic text classification model based four main tasks: pre-processing (where the corpus is prepared, text is tokenized, filtered according to words characters number, stop-words are removed, morph syntactic or semantic information is added or removed, etc., so that, at the end, we have not words but “features”), feature representation where we select the most relevant features in order to increase pertinence and decrease memory and CPU cost like Booleans (Bool), Term Frequency (TF) and Term Frequency Inverse Document Frequency (TFIDF). Feature weighting schemes also called “feature ranking” and finally classification. Feature selection and feature weighting are sometimes merged into a single operation, for example, one may use TFIDF which is strictly speaking, a feature weighting method for feature selection by sorting features in decreasing order and taking the most highly ranked. Nevertheless, feature selection and weighting are clearly independent of the classification operation and one can combine feature selection/weighting and classification methods freely in search of optimal solutions. Figure 1 represents classical Arabic text classification and our scheme for the proposed method.

Pre-processing task

Tokenizing (TOK): The process of splitting written string into tokens called tokenization which it represent the first step in many natural language processing tasks. For most languages, tokenization involves splitting punctuation and some affixes off of the words. In rich morphological languages, like Arabic, it’s requiring a more extensive process to separate different types of facilities and particles from the word (Green and DeNero, 2012).

Filtering (FL): The purpose of this task to remove insignificant terms and the most common words in text documents to minimize the dimensionality of term space. This step may be including:

- Removing non-Arabic characters
- Removing stop words (articles, prepositions and pronouns)
- Removing numbers
- Removing diacritics
- Word length <3 characters

Normalization (NOR): Normalization in Arabic word means replacing specific letters within the word with other letters according to a predefined set of rules as shown in the Table 2 (Sallam et al., 2016).

Sometimes these replacements can produce misspelled words, these misspellings are common in Arabic words and the normalization may help to avoid the side effects of such misspellings on the performance of classification. For example, the normalization of the word "مكتبة" (library) and its misspelled version "مكتب" (his office) results in the same normalized word "مكتبة". Hence, the two will be the same it is worth such misspellings occurring in official documents or newspapers.
Table 2: Normalization rules table

<table>
<thead>
<tr>
<th>Rule</th>
<th>Original character</th>
<th>Normalize character</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alef</td>
<td>ج</td>
<td>ِ</td>
<td></td>
</tr>
<tr>
<td>Alef</td>
<td>ب</td>
<td>ِ</td>
<td></td>
</tr>
<tr>
<td>Waw</td>
<td>م</td>
<td>ُ</td>
<td></td>
</tr>
<tr>
<td>Yan</td>
<td>ي</td>
<td>ِ</td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>ه</td>
<td>ُ</td>
<td></td>
</tr>
<tr>
<td>Tahrir</td>
<td>ت</td>
<td>ْ</td>
<td></td>
</tr>
</tbody>
</table>

**Stemming Arabic words:** To reduce the high dimension feature space of the text, we can use stemming, and its mean extract the words from the different forms. Stemming can improve the accuracy of classification model by this reduction of representation vector. In Arabic we can use two types of stemmers Root base Stemmer (RST) and Light Stemmer (LST). RST used to remove all the suffix, prefix and infix attached to the word to extract the root of the given word. LST use predefined rules to remove the suffix and prefix from the word. These two kinds of stemmers are developed by Khajj (2001) and Larkey et al. (2002), respectively.

For each word in Arabic there are basic form represent the root. So, we can get different words types such nouns, verbs or adjectives by attach letters at beginning inside/ending of any root or just adding daerictes over any letter as shown in an example of different Arabic words for the root “كتب”.

Feature selection: The number of the words if large even the text is small and the text is big, the number of words will huge. So, the dimension of feature space for the collected text data can be reached to thousands or tens of thousands, moreover, when the text representation as a vector also it will have thousands or tens of thousands of non zero component (Kobyzy and Zamyatin, 2015). These
words may be unusual in the classification process and can be removed without any disadvantage in the classification accuracy and also it may improve the accuracy.

Chi-square ($\chi^2$): Use statistical test to determine the divergence from the distribution expected feature that obvious independent from class value. $\chi^2$ measures the dependence of the maximum strength between the feature and the category (Bahassine et al., 2016; Feldman and Sanger, 2007):

$$X^2(c, t) = \frac{N \times (A \times D - B \times C)}{(A+C)(B+C)(A+B)(C+D)}$$ (4)

Where:
- $A$ = Frequency of word
- $t$ = Occur in class
- $c$ = Occurrences
- $B$ = Frequency of word
- $t$ = Occur without Class C
- $C$ = Frequency of Class C without $t$
- $D$ = Frequency of non-occurrence of both Class C and word $t$
- $N$ = The quantity of document

Information Gain (IG): Measures the bits number of the obtained information of prediction of classes by know the absence or presence in term in the document. The probabilities can be calculated as ratios of frequencies of the trained data:

$$IG(t) = - \sum_{i=1}^{M} P(c_i) \log P(c_i) +$$

$$P(t) \sum_{i=1}^{M} P(c_i|t) \log P(c_i|t) +$$

$$P(t) \sum_{i=1}^{M} P(c_i|\neg t) \log P(c_i|\neg t)$$ (5)

Where:
- $P(c_i)$ = Likelihood of $c_i$ class
- $P(t)$ = Likelihood occurrence of $t$

Mutual Information (MI): It's statistical language modeling method that determine the mutual dependency between a term $t$ and a class $c$ by using two way contingency table, we suppose that a term $t$ and a document class $c$, $A$ represent how many times that $t$ appears in $c$, $B$ represent how many times that $t$ happens in all classes except $c$, $C$ represent how many times $c$ happens without $t$ and $N$ is the total number of text documents, then MI can be calculated in Eq. 6 and 7 (Sharef et al., 2014):

$$MI(t, c) = \log \frac{P(t, c)}{2 \times P(t) \times P(c)}$$ (6)

$$MI(t, c) = \log \frac{A \times N}{(A+C)(A+B)}$$ (7)

Classifiers

K-Nearest Neighbors (KNN): This classifier based on the nearest training sample located in the feature space. KNN is lazy learning where the function is only approached locally and all the computations are deferred until classification complete. Also, KNN is the easiest machine learning algorithms where the object categorized by the majority vote of its neighbors with the object that assigned to the class most common amongst its k nearest neighbors (Saad, 2010).

Naive Bays (NB): This classifier is probabilistic based on Bayes theorem with strong assumptions of independence. i.e., a this classifier suppose the presence or absence of a particular feature of the class and it is not related to the presence or absence of any others classes features (Al-Anzi and AbuZeina, 2015, 2017).

Decision Tree (DT): This classifier take tree form was the training cases collected to construct the classification tree. C4.5 represents the most known DT algorithm and it’s an extension of the earlier version of DT algorithm. The nods in the tree mean the label of class or the target of the classification. DT mechanism is how classifying unseen instances by testing at each node some features values and determine is this class of given unseen instance. The test begins form the root node and goes down until a reached to the node that indicates the class of the unseen instance (Stamate et al., 2018).

Support Vector Machine (SVM): This classifier related to supervised learning algorithm that widely used for classification and regression, i.e., it mark set of given training classes to one or more classes and then the training algorithm builds the model that will predict the new test classes into one or to the others. SVM represents the examples classes as points in space map, so, these examples of the different classes are divided by a clear gap as possible. Then the new examples mapped into that same space and predicted to which category belongs based on which side of the gap they fall on (Lin et al., 2017; Saad, 2010).

TC evaluation measure: One of the standard measures of text classification accuracy is confusion matrix. It used to
Fig. 2: a, b) Snapshot of classified text in confusion matrix evaluate and provide straightforward way to clearly understand the definition of True Positive or Negative (TP or TN) and False Positive or False Negative (FP or FN) with respect to the category (Alayba et al., 2017) as shown in Fig. 2. The accuracy and error rate of the classifier can be calculated using following Eq. 8:

\[
\text{Accuracy} = \frac{TP+TN}{P+N} \quad (8)
\]

\[
\text{Error rate} = \frac{FP+FN}{P+N} \quad (9)
\]

**RESULTS AND DISCUSSION**

The goal of this research is to design “feature engineering” to show the effect of the different combination of preprocessing, feature representation and feature weighting on the classification accuracy of Arabic text using classical classifiers. As described in section 1, keyword-based Arabic text classification is constructed of four steps:

**Algorithm 1: Keyword-based Arabic text classification:**
Step 1: gathering Arabic text data to apply our model
Step 2: apply a different combination of text data preprocessing to clean the text from the unwanted text
Step 3: apply different feature representation/selection
Step 4: apply different classification algorithms and evaluate the results

**Arabic corpus collection:** We created an Arabic corpus dataset that contains 300 documents belonging to 6 different topics (50 documents for each category) in banking client’s questions and queries. The corpus contains 3150 unique words. Table 3 shows the statistics of the created corpus dataset. Also, we apply our model on different corpora to perform our tasks, the corpora include small or large size corpus with many categories. Figure 3 shows different Arabic corpora size and number of classes in each corpus.

**Experimental results and analysis:** In this part apply a combination of all possible preprocessing tasks and different kinds of feature representation on the gathered dataset to show how it’s effect on classification accuracy of Arabic text classification. We apply thirty experiments
Fig. 3: Dictionary size and number of classes for each corpus

Fig. 4: The distribution of average accuracy achieved with different classifiers

Table 3: Data collection statistics

<table>
<thead>
<tr>
<th>Category name in Arabic</th>
<th>Category name in English</th>
<th>Doc. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>إسعار وتشغيل بطاقات</td>
<td>Issuing and operating credit cards</td>
<td>50</td>
</tr>
<tr>
<td>الانتقادات والنسخءات</td>
<td>Disputes and insurance violations</td>
<td>50</td>
</tr>
<tr>
<td>الخدمة للأفراد</td>
<td>Protecting bank customers</td>
<td>50</td>
</tr>
<tr>
<td>حماية عملاء شركات</td>
<td>Protecting clients of finance companies</td>
<td>50</td>
</tr>
<tr>
<td>التدريد</td>
<td>Bank customers</td>
<td>50</td>
</tr>
<tr>
<td>حماية عملاء شركات</td>
<td>Clients of insurance companies</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 4: Experiment parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>Inhouse collected dataset “banking client’s questions and queries”</td>
</tr>
<tr>
<td>Training Size</td>
<td>70%</td>
</tr>
<tr>
<td>Testing Size</td>
<td>30%</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>Tokenizing, filtering (stop word removal, word length &lt;3 characters, non-Arabic character removal, stop word removal, etc.), normalization, stemming and light stemming</td>
</tr>
<tr>
<td>Feature selection</td>
<td>IG, CHI, MI</td>
</tr>
<tr>
<td>Feature representation</td>
<td>Boolean, term frequency and TFIDF</td>
</tr>
<tr>
<td>Classifiers</td>
<td>NB, KNN, DT, SVM</td>
</tr>
</tbody>
</table>

to show the effect of each of the preprocessing and feature tasks (tokenization, filtering (word length <3 characters, non-Arabic character removal, stop word removal, etc.), normalization, stemming) and feature representation (Boolean, TF, TFIDF) and feature selection (IG, IG and MI). The results showed that the SVM accuracy in average better than the other classifiers for all experiments. The results of all applied experiments on the four classification algorithms are illustrated in Table 4 and Fig. 4.

According to the proposed method, TFIDF in general has a positive influence on classification accuracy in general and with Boolean, the accuracy downgraded except SVM working well with stemming. DT is not scalable in the high dimensional dataset and it requires very long training time also gives accuracy less than other classifiers. NB the accuracy decrease when we using stemming, additionally, term weighting schemes have a sometimes not affect or make some enhancement on the classifying accuracy. KNN, SVM and NB variant have superior performance and achieved the best classification accuracy than DT. Where NB gives the best result (0.87) when we use all filtering techniques, normalization and root stemming with TF as feature representation without any feature selection method. KNN gives the best result (0.87) when we use all filtering techniques with light stemming from TFIDF as feature representation without any feature selection method. SVM gives the best result (0.87) when we use all filtering techniques with light stemming from TFIDF as feature representation with MI feature selection method. DT gives the best result (0.6100) when we no use any preprocessing with TFIDF as feature representation with any feature selection method. In these results, we observe that the normalization improves the accuracy. As long as normalization should be used without depending on the representation of feature or classifier type. However, filtering techniques and light stemming and root stemming can influence classification accuracy also affected by the feature size and the classifier type. Finally, feature selection that used in our model.
Fig. 5: Experimental results proposed tasks using the four classifiers with a different combination of features representation

approves that, we reduce the dimensionality of the feature size not harm or influence the classifying accuracy (Fig. 5).

CONCLUSION

The goal of this research is to design appropriate feature engineering for Arabic text classification. We construct our model with four classical algorithms (SVM, KNN, NB and DT) and applied on Arabic text dataset. The result shows that the SVM and KNN have better performance on average over the DT and NB. The SVM achieved 88.67% using these combinations of feature engineering in preprocessing tokenization, filtering, normalization and root stemmer and TFIDF as feature representation with/without any feature selection. KNN achieved 88.00% using the combination of tokenization, filtering as preprocessing and TFIDF as feature representation with information gain as feature selection.

We conclude that light stemming is the best feature reduction technique because light stemming is more proper than stemming from linguistics and semantic viewpoint and it has the least preprocessing time it also has superior average classification accuracy.

RECOMMENDATIONS

From the experimental analysis, feature engineering very important to enhance the classification accuracy and depend on language studied. Finally, Arabic text classification and feature engineering is promising research field due to the complexity and problems in different aspects.
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