Using Point Pattern Analysis Techniques to Describe Spatial Arrangement of Date Palm Trees in Iraq
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Abstract: Date Palm Trees (DPT) are the most growing plants in Iraq and the second source of Iraqi income. Distribution of date palm trees shows a lot about the pattern of DPT over the years which helps local government to know what area needs to grow more DPT. The spatial distributions of DPT locations in Iraq are explored by different methods of spatial point pattern analysis. Many methods for the analysis of point pattern data have been applied in a wide range of scientific fields. Describing the pattern of data can show a lot of details about the data special pattern. Many point pattern techniques have been implemented to describe the pattern however not all of them provide a clear description of the data in the space. Some of them miss some points which lead to an inaccurate pattern. In this study, Different clustering techniques (G, F, K spatial point pattern analysis techniques) are implemented to describe the spatial arrangement of DPT in Iraq. We also present a review of some spatial point pattern analysis techniques. Our results show effective performance in term of special pattern. Based on results of spatial point pattern analysis techniques it can be specified that the trees are evenly spaced or clustered in groups.
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INTRODUCTION

Point pattern analysis is the study of spatial distribution of locations in space. It has been applied to describe the locations of disease, crimes and plants of different species (O’Sullivan and Unwin, 2014; Potter et al., 2010). The spatial point pattern has three main types which are complete spatial randomness, regularity and clustering (Loosmore and Ford, 2006; Li and Zhang, 2007), illustrated in Fig. 1.

Point patterns can be described either by first order effects that analyze number of events per unit area (point density) or second order effects that describe interaction between points (point separation) (Gabriel, 2014; Ojiambor and Holmes, 2011). In our study, we explore use of second order distance-based methods to describe distribution pattern of points. Specifically the measures F, G and K-function described here have been implemented to describe the patterns of Date Palm Trees (DPT) in Iraq. Different techniques and devices can involve in order to have whole system along with point patterns (Ammar et al., 2018; Farhan et al., 2018). Iraq is the native land of the date palm and it was the domestication center of this crop. Furthermore, for a few years, Iraq was the largest producer of dates in the world. Different factors negatively have affected both the production and natural genetic diversity of the crop (Khierullah et al., 2015). In this research, we have
developed MATLAB programs to compute these measures (G, F, K spatial point pattern analysis techniques). We have applied G, F and K-functions to describe the pattern. We found out that G and F omit a lot of points while K shows a clear description of trees in space (evenly or clustered). We present an explanation of spatial point pattern analysis techniques.

MATERIALS AND METHODS

Spatial point pattern analysis using distance-based measures: Distance-based point pattern analysis methods rely on distances between points (often nearest-point distance) (Marcon and Puech, 2009). Let $C_i$ and $C_j$ be two points (centroids). The distance between $C_i$ and $C_j$ is computed as Eq. 1:

$$d(C_i, C_j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$$

(1)

Once the distances between each pair of points in an space are computed, the nearest distance for each point can be found. Let $d_{min}(C_i)$ denote the distance of point $C_i$ to its nearest point. Mean nearest-point distance is then computed as:

$$\bar{d}_{min} = \frac{\sum_{i=1}^{n} d_{min}(C_i)}{n}$$

(2)

$D_{min}$ summarizes all the nearest-point distances by a single mean value but omits many details about the point pattern. More detailed measurements are needed to capture the differences between point distribution patterns. The following subsections will describe some well-established point pattern measures using the simple synthetic case illustrated in Fig. 2 (O’Sullivan and Unwin, 2014) where for each point, its nearest point is marked with an arrow pointing from the original point to its nearest point. Table 1 list for each point in Fig. 2, ID of the nearest point and associated distance. Note that the nearest-point relationship is not symmetric.

G-function: Also known as refined nearest point, uses information in Table 1. In stead of calculating the mean minimum distance, computes the cumulative frequency distribution of the nearest-point distances. It is described by Eq. 3:

$$G(d) = \frac{\#(d_{min}(C_i) < d)}{n}$$

(3)

$G(d)$ gives the fraction of all the nearest-point distances in the pattern that is lower than $d$. Figure 3 illustrated the G-function corresponding to points in

![Fig. 2: Distances between points and their nearest neighbors (O’Sullivan and Unwin, 2014)](image)

![Fig. 3: G-function for the points shown in Fig. 2 (O’Sullivan and Unwin, 2014)](image)

<table>
<thead>
<tr>
<th>Points</th>
<th>X</th>
<th>Y</th>
<th>Nearest point</th>
<th>$d_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66.33</td>
<td>32.54</td>
<td>10</td>
<td>12.59</td>
</tr>
<tr>
<td>2</td>
<td>22.52</td>
<td>22.39</td>
<td>4</td>
<td>15.64</td>
</tr>
<tr>
<td>3</td>
<td>31.01</td>
<td>81.21</td>
<td>5</td>
<td>21.11</td>
</tr>
<tr>
<td>4</td>
<td>9.47</td>
<td>30.02</td>
<td>8</td>
<td>9.00</td>
</tr>
<tr>
<td>5</td>
<td>30.78</td>
<td>69.10</td>
<td>3</td>
<td>21.14</td>
</tr>
</tbody>
</table>

Fig. 2. The shape of the G-function gives information on how points are spaced in a pattern. If points are closely clustered together, then G-function boosts rapidly at short distances. If points tend to be evenly spaced, then G boosts slowly up to the range of distances at which most points are spaced and only then boosts rapidly (O’Sullivan and Unwin, 2014).

F-function: It is closely similar to G-function but rather than accumulating the fraction of nearest-point distances
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between points in a pattern, selects random point locations within study region, computes minimum distance from these locations to any point in the original point set. F-function is computed in Eq. 4.

\[ F(d) = \frac{\#(d_{\text{min}}(P_i, C) < d)}{m} \]  

(4)

Where:
\[ P_i \] = The randomly selected Point locations
\[ d_{\text{min}}(P_i, C) \] = The minimum distance between the randomly selected location and the points in the original point set

The advantage of F-function is its ability to boost sample size m to get a smoother cumulative frequency curve (Fig. 4).

K-function: Also called as Ripley’s K-function is a more descriptive point pattern measure (Cetin, 2008). G-function and F-function rely only on the nearest point distances to describe a point pattern. K-function uses all of the distances between point pairs in the pattern. K(d) corresponds to area normalized mean of number of points within distance of another point. K-function is computed in Eq. 5. Figure 5 illustrates the K-functions for two point patterns:

Fig. 4: F-function for the points shown in Fig. 2 (O’Sullivan and Unwin, 2014)

Fig. 5: K-function for evenly and clustered patterns (O’Sullivan and Unwin, 2014)
RESULTS AND DISCUSSION

In this study, we present the following, dataset, experimental results.

Dataset: Random points (synthetic points) with evenly spaced and clustered points that present the palm trees location in Iraq.

Experimental results: We implemented the point pattern description functions F-, G- and K-described in MATLAB and used on random points (synthetic points) we show sample results. As can be seen particularly in sample points K-function nicely captures point distribution pattern, differentiates between regularly spaced points versus clustered point’s distributions. Spatial distribution of points can reveal useful information about pattern of points. We will use point pattern analysis and the described measures to quantitatively study spatial distributions of points.

According to what we have explained above K-function describes the input points in evenly spaced better than G, F-functions. In order to emphasize on K-function we describe it with different input images. Based on the output we can know a lot about the pattern. We have tested K-function with three cases, clustered points as shown in Fig. 6, evenly spaced points as shown in Fig. 7, evenly space points with more points to show a smooth curve shown in Fig. 8. K-function described input samples in efficient way.

Figure 9a shows Iraqi map with synthetic points which present three groups of date palm trees location on the map. As a result Fig. 9b, demonstrates three groups of trees.

Fig. 6: K-function with clustered sample points; a) Input image and b) Output graph

Fig. 7: K-function with evenly sample points: a) Input image and b) Output graph
CONCLUSION

In this study, we have developed a clearer idea of the concept of pattern and how it can be related to process. In principle, any pattern can be described using different measures. We have implemented G, F, K-functions which are spatial point pattern analysis techniques to describe spatial distribution of Date Palm Trees (DPT). We also presented a brief review of spatial point pattern analysis techniques. We applied these functions using MATLAB and we found that K-function has the best results compared to other functions.
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