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Abstract: Cloud computing has demonstrated to be a modern model that offers IT assets depend on the pay-per-use basis as a service over the internet. Scientific workflow applications are benefiting from running on the cloud computing services. However, the challenge is to optimize workflow scheduling algorithms are still required an additional work. This study proposes max-min+ which is an extension for the max-min algorithm that is able to minimize the total execution time and cost of workflow execution. We tested the proposed algorithm via WorkflowSim with using 5 realistic scientific workflow applications. The results of max-min+ outperforms the original max-min algorithm by minimizing the overall workflow execution time.
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INTRODUCTION

Recently, cloud computing (Buyya et al., 2009) has fast becoming a key instrument in the IT services. It offers IT assets for commercial and scientific customers in an operative way. It plays an important part in handling of scientific workflow applications using distributed systems (Deelman et al., 2006). Cloud computing is able to provide resources to companies for computational and storage purposes and therefore, their cost can significantly be decreased. For example, CyberShake and Montage are scientific workflow applications that need many resources for large data processing that is available in cloud computing (Bharathi et al., 2008).

Task scheduling is an important part in cloud computing that can achieve a high performance computing. As a result, design scheduling algorithms are required for achieving perfect mapping tasks to virtual machines. Several scheduling algorithms have been proposed such as max-min, HEFT and min-min.

The contribution of this work is to propose max-min+, an extension to the original max-min algorithm. It can decrease the total task execution time (makespan) when a workflow is running in the cloud.

Literature review: Recently, the scheduling of workflow applications have shown an increasing interest by researchers. Many researchers have designed algorithms for minimizing the total execution time and execution cost of workflows.

The RASA algorithm has proposed that integrated the min-min with max-min algorithms by Parsa and Maleki (2009). It combined them to gain their benefits and remove their drawbacks. For instance, if min-min schedules a task to a virtual machine depend on its work, then max-min schedules the following task to a virtual machine depend on its work. The same procedure is repeated until all submitted tasks are executed.

An improved max-min algorithm has presented by Elzeki et al. (2012). Each task is being scheduled on a Virtual Machine (VM) based on calculating the expected completion time of the submitted tasks on each VM. Next, the task with the maximum completion time is allocated to the slowest VM which has the overall minimum completion time. It achieved better results when the submitted tasks have comparatively different completion time and execution time.

Topcuoglu et al. (2002) has presented a heuristic algorithm called Heterogeneous-Earliest-Finish-Time (HEFT). The algorithm calculates the average of computational cost of each task and the communication cost between the virtual machines of two tasks. Then, the rank function is used to calculate the total of average computational cost and communication cost. Next, the tasks are sorted in non-ascending order by the rank function. The task with the highest upward rank value sets the highest priority and selects by the algorithm and maps to the resource which minimizes the earliest finish time. The Period Ant Colony Optimization (PACO)
algorithm has presented based on the ACO algorithm by Sun et al. (2013). The results of PACO algorithm have outperformed the min-min algorithm.

The Hyper-Heuristic Scheduling (HHSA) algorithm has presented by Tsai et al. (2014). It is considered a solution for cloud computing and it can significantly reduce the makespan when compared with a scheduling algorithm such as min-min.

An enhanced MMST algorithm has presented depend on max-min by Ming and Li (2012) the reason that max-min cannot achieve better result. Therefore, MMST increases utilizing the resource of tasks as well as reducing their waiting time.

**MATERIALS AND METHODS**

**Scientific workflow representation:** Scientific workflow involves a collection of tasks which follow a specific order in processing. A workflow is frequently modelled as Directed Acyclic Graph (DAG), \( G = (T, E) \) where \( T \) is a collection of tasks \( \{T_1, T_2, ..., T_n\} \) and \( E \) is a collection of edges where each edge connects each two tasks and denotes their data dependency (Topcuoglu et al., 2002).

Each task in workflow can perform in case all its parents have completely processed.

**Background:** Generally, many scheduling algorithms have been presented for minimizing the makespan of workflow that is running in cloud. While the problem of scheduling tasks is identified to be NP-hard (Ullman, 1975) which means no algorithms can produce the optimal solution in polynomial time. In this study one of heuristic algorithm that can run in polynomial time and generate optimal results.

**Max-min algorithm:** Max-min is a heuristic algorithm that used to allocate tasks to the virtual machines depend on the minimum expected completion time. It is working in two stages where in the first stage the tasks are listed in order from the largest to smallest. While the virtual machines are arranged in order from the fastest to the slowest. In the second stage, it maps the largest task with the fastest virtual machine to obtain the minimum expected completion time. Then, it allocates the second largest task with the second fastest virtual machine and this process is repeated until all submitted tasks in tasks are executed (Dong and Akl, 2006).

**Min-min algorithm:** The min-min is also a heuristic algorithm that is able to minimize the makespan. It assigns the smallest task from all tasks to the fastest virtual machine from all virtual machines. Next, it maps the second smallest task from the remaining tasks to the second fastest virtual machine from the remaining virtual machines. It repeats the same approach until all submitted tasks are executed.

**Improving max-min:** Max-min sets the highest priority to the largest tasks instead of the smallest tasks. Max-min assigns the task with the largest size to a machine with the fastest speed in order to obtain the minimum completion time. Then, the same process repeats until all submitted tasks of the workflow are executed. In case max-min is used in scheduling of a workflow, there are possibilities of scheduling a smaller task to a faster virtual machine as well as a larger task to a slower virtual machine. As a result, the overall computational cost will increase and consequently max-min needs improving for tackling these issues (Fig. 1).

To avoid these problems, the max-min+ algorithm has been presented depend on the original max-min algorithm. It can achieve better result than max-min by reducing the computational cost of workflow. Firstly, it computes the
average computational cost of the workflow tasks. Secondly, it selects the longest task from the released tasks of workflow. Thirdly, if the longest task is greater than or equal to the average of workflow tasks, it is scheduled to the fastest machine from the free machines. Otherwise, it is scheduled to the slowest machines from the free machines. The proposed of max-min+ algorithm is presented as a flowchart for workflow scheduling as shown in Fig. 1.

RESULTS AND DISCUSSION

Experimental setup: To assess the performance of the max-min+ algorithm, the result of the proposed algorithm is used to compare with the result of max-min. The WorkflowSim 1.1.0 toolkit was used to simulate the proposed algorithm (Chen and Deelman, 2012). WorkflowSim is an extension of the CloudSim framework that is an open source (Calheiros et al., 2011). It can support algorithms in dynamic scheduling.

The experiment was performed on one data center and seven virtual machines. Each virtual machine has one CPU with 512 MB of RAM and bandwidth of 1000 Mbps.

The speed of virtual machines was (5000, 500, 3000, 3000, 2000, 1000, and 500) MIPS, respectively. Five realistic scientific workflows have been used by the experiment as shown in Fig. 3. The scientific workflows involve: Montage, CyberShake, LIGO which are using in (Astronomy, Earthquake Science, Gravitational Physics), respectively while SIPHT and Epigenomics are using in biology (Bharathi et al., 2008). The following formula is used to compute the Average Length (AL) of the workflow tasks:

\[
AL = \frac{\sum_{j=1}^{m} T_j}{m}
\]

Where:
- \(T_j\) = Symbolizes the task execution time of the jth task
- \(m\) = The total number of tasks in workflow

Table 1 shows the results of max-min+ and max-min using WorkflowSim. The results of the graphical analysis used the bar chart with 14 tests as shown in Fig. 3-6. Figure 1-6 showed that the makespan of max-min+ is less than the makespan of max-min for all datasets and all workflows. In some datasets, the results of max-min+ has significantly reduced the makespan for Montage 25,
Table 1: The comparison of total execution time of max-min+ and max-min algorithms in seconds using different numbers of tasks of five scientific workflows

<table>
<thead>
<tr>
<th>Workflow</th>
<th>Max-min+</th>
<th>Max-min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Montage_25</td>
<td>23.48</td>
<td>40.56</td>
</tr>
<tr>
<td>Montage_50</td>
<td>41.56</td>
<td>73.08</td>
</tr>
<tr>
<td>Montage_100</td>
<td>97.01</td>
<td>98.17</td>
</tr>
<tr>
<td>Epigenomics_24</td>
<td>1905.22</td>
<td>2868.43</td>
</tr>
<tr>
<td>Epigenomics_46</td>
<td>3417.50</td>
<td>8578.78</td>
</tr>
<tr>
<td>Epigenomics_100</td>
<td>3383.60</td>
<td>39915.20</td>
</tr>
<tr>
<td>Sipt_100</td>
<td>1815.04</td>
<td>3211.54</td>
</tr>
<tr>
<td>Sipt_1000</td>
<td>12409.69</td>
<td>12410.58</td>
</tr>
<tr>
<td>LIGO_30</td>
<td>699.93</td>
<td>2673.35</td>
</tr>
<tr>
<td>LIGO_50</td>
<td>1016.86</td>
<td>1932.65</td>
</tr>
<tr>
<td>LIGO_1000</td>
<td>15554.41</td>
<td>15683.73</td>
</tr>
<tr>
<td>CyberShake_30</td>
<td>85.20</td>
<td>127.62</td>
</tr>
<tr>
<td>CyberShake_50</td>
<td>114.18</td>
<td>124.55</td>
</tr>
<tr>
<td>CyberShake_100</td>
<td>285.65</td>
<td>297.65</td>
</tr>
</tbody>
</table>

Fig. 3: The Montage workflows with the compared makespan of max-min+ and max-min

Fig. 4: The CyberShake workflows with the compared makespan of max-min+ and max-min

Fig. 5: The Epigenomics workflows with the compared makespan of max-min+ and max-min

Fig. 6: The Sipt and LIGO workflows with the compared makespan of max-min+ and max-min

CONCLUSION

In the max-min algorithm, when a smaller task is allocated to a faster machine as well as a larger task is allocated to a slower machine, the overall makespan of workflow execution will increase. Consequently, we proposed an extension of the max-min algorithm based on the original max-min algorithm which is useful for small scale distributed environment. We evaluated it using WorkflowSim and the results show that max-min+ outperformed the original max-min algorithm in all cases. The research is dedicated on minimizing the overall total execution time of the workflow. Additionally, we plan to add more QoS parameters such as budget and deadline that user is able to deliver constraints to enhance the performance of a workflow executing in cloud.
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