An Efficient Approach for Visual Object Categorization based on Enhanced Generalized Gabor Filter and SVM Classifier
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Abstract: Filter banks such as the Gabor Filter (GF) are widely used to describe objects. The main disadvantage of the Gabor filter is that it constructs redundant and compact filters that may decrease system recognition performance. The purpose of the current study primarily is to enhance the categorization problem through generalizing the GF method (GGF). The unsupervised machine learning algorithm, denoted by the k-means clustering algorithm is proposed to implement generalization on a GF set. To assess the performance of the proposed method, the standard GF is used as a benchmark. Furthermore, the first 20 classes and the overall classes from the dataset Caltech 101 have been utilized in the performance demonstration of the newly suggested method. Based on a single classifier and combination feature (Naive approach), the proposed GGF outperforms and shows higher potential results than the standard GF in describing objects.
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INTRODUCTION

In new technology, image investigation in several areas including computer vision and its diverse techniques (i.e., Visual Object Categorization (VOC) and Content-Based Image Retrieval (CBIR)) make an alert to manage these techniques. The VOC technique is the main focus of current research and represents an open area that still needs to be researched. The present study is mainly dedicated to solve the categorization problem (semantic gap). Based on state-of-the-art research, the VOC technique commonly uses the texture feature as it provides meaningful information that can achieve high-level features and improve the categorization problem (Abdullah and Wiering, 2007; Liu et al., 2007; Varma and Zisserman, 2003).

However, much of the research in the area has used a filter to describe the object (Choi et al., 2008; Cruz-Aceves et al., 2016; Long et al., 2003; Ramdman et al., 2014; Yavuz et al., 2016). Based on the literature, filters can be divided into two kinds: linear filters such as the Sobel detector and non-linear filters (filter banks) such as the Gabor Filter (GF). The former uses a single orientation and fixed mask size when constructing feature maps which may inaccurately capture the important salient features, particularly when applying orientation descriptors. Furthermore, it is sensitive to orientation; specifically to non-edge orientation. However, these edges that are oriented within a narrow range are replied to by the highly the highly discriminative edge filters (Shristi et al., 2016; Nadernejad et al., 2008).

The second one (non-linear filters) can efficiently overcome the limitations of the former in capturing the most discriminative edges and salient features rely on a different scale, orientation and filter size (Yavuz et al., 2016). Using an orientation descriptor based on this type of filter can provide meaningful and distinctive features for correctly describing an object (Abdullah et al., 2009). More advanced techniques have frequently used the GF
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to describe objects. Choi et al. (2008) showed the GF proved to be efficient when detecting, recognizing and tracing objects. Lin-Lin and Zhen (2009) suggested using the GF with an SVM classifier for object categorization and their experiment showed that the proposed method performed well. Many researchers also used the GF for 3-D object representation and recognition (Wang et al., 2001). These studies all showed the benefit of using the GF to detect the salient feature that can improve system performance.

Generally, many descriptors have been introduced to extract texture features. To be selected, a descriptor should have a certain ability in human vision to produce the most discriminative and important features. Constructing edge features are among the basic vision features in the human system. It is thus possible to describe objects efficiently using the edge orientation information. Orientation descriptors including the edge histogram have become highly well-known systems with respect to object categorization (Abdullah et al., 2009).

The literature presents the main issue of using the GF and orientation descriptors including the Edge Histogram Descriptor (EHD) to describe objects. Clearly, Abdullah et al. (2010) used the EHD to extract the texture feature to describe objects. This descriptor used a single orientation to extract the texture feature which may not be sufficient in describing objects. Applying an advanced filter such as the GF, to construct various feature maps that rely on various scale, orientation and filter size will facilitate to the descriptor to produce excellent outputs and highly outstanding texture features. Conversely, the main drawback of the GF is that it constructs redundant and incompact filters that may affect system recognition accuracy and decrease system performance. Zhu et al. (2004) proposed a Principle Component Analysis (PCA) that helps decreasing the dimensionality of GF and resulting producing an optimal filters that help detect faces. The algorithm that is called Fast Fourier Transform (FFT) has been invested in the dimensionality reduction of GF within the frequency domain (Yavuz et al., 2016).

In this research, a new filter-implying descriptor and classifier that has a Generalized Gabor Filter (GGF) has been suggested. The latter helps enhance the categorization problem. The GF parameters are selected. GF is generalized via the machine learning algorithm of the unsupervised type. The algorithm is marked by the technique of k-means clustering. This stage ensures the removal of redundant filters which eventually leads to a more compact and optimized filter set. We also use an orientation-based descriptor, denoted by edge histograms to extract the texture feature. A Naive approach that consists of combination features and single classifier have been used to construct feature vectors and classify them by a Support Vector Machine (SVM). To assess GGF method’s performance, VOC technique framework has been implemented. This framework is based on the suggested method that involves categorizing the objects that lie within the spatial domain and comparing the results obtained with that of the standard GF method. Furthermore, to assess the suggested method, the first twenty classes and all classes from the Caltech 101 dataset have been utilized. We extend the experiment by implementing the VOC technique framework based on the GF and proposed GGF methods in the frequency domain and compare it to the suggested VOC method within the spatial domain.

MATERIALS AND METHODS

First, we briefly review the GF method computation. We next present an orientation descriptor, denoted by an Edge Histogram Descriptor (EHD). We then discuss the Naive approach Support Vector Machine (SVM) and k-means clustering methods.

Gabor Filter (GF): The filter banks are ubiquitous in extracting feature textures. The responses of these filters are mainly based on the distribution, joint filter response distribution and the scale and orientation used to create these filters. These filter banks can be used for segmentation, classification and synthesis (Yavuz et al., 2016).

Recent texture classification has widely used the filter banks. The biological plausibility and the hypothesis in various scale and orientation must extract sufficient features and perform accurate classification (Senthilkumar and Paulraj, 2016; Wang et al., 2001). Examples of filter banks include the gabor, structure tensor and steerable filters, among others (Li et al., 2010).

The GF has become important in several applications due to its characteristics such as providing classification schema and a multi-resolution schema for feature texture. This filter also supplies significant pieces of information through the use of various magnitude and orientation. Besides, a number of salient features can be captured using this filter, including spatial frequency characteristics, spatial locations and orientation selections. The mathematical equations below describe the GF (Zhu et al., 2004):

$$\psi(k) = \frac{k^2}{\sigma^2} e^{\frac{(\alpha-k^2)^2}{2\sigma^2}} \left[ e^{i\alpha} - \delta_{k=0} \right]$$
The parameters are defined as: k refers to the wavelength together with the orientation of the kernel \( \psi_k(z) \) in the image. This equation has two parts: the oscillation term and the DC composes is the reset. \( \sigma \) denotes the standard deviation of the Gaussian function. \((k)\) is defined thus:

\[
k(\mu, \upsilon) = K(\sigma, \sigma) \times e^{- \frac{\mu^2 + \upsilon^2}{2\sigma^2}}
\]

where, parameters \( \mu \) and \( \upsilon \) refer to the orientation and scaling of the kernel, respectively:

\[
k = k_{\max} / f_o \text{ and } \phi = \pi \mu / 8
\]

Here, \( k_{\max} \) refers to the maximum frequency whereas \( f_o \) refers to the frequency that is between the kernels within the frequency domain.

The extension GF convolves the image before constructing the image primitives. If \( I(x) \) represents the grey level of the image and \( \psi_k(x) \) the GF kernels, the following equation can yield the image primitive:

\[
O_k(x) = I(x) \ast \psi_k(x)
\]

Where:

\( O_k(x) \) = The convolution result at \((x)\) and parameter
* = The convolution operator

Figure 1 gives an example of the cosine part (even) of GF.

**Fig. 1:** The GF with parameters values \((0 = 2, \mu = 3, \sigma = 2.5 \text{ and filter size } = 128 \times 128)\)

**Edge histogram:** The edge feature is an important feature for describing image content, especially considering the object shape and texture (Mignotte, 2012). Thus, an edge histogram is used to refer to the edge distribution of an image. At the same time, the edge histogram refers to both the frequency and directionality of an edge in the image. It also captures the spatial distribution of the edge (4 directional edges and 1 non-directional edge), describes and extracts the non-homogenous texture (Manjunath et al., 2002). Figure 2 illustrates sub-images and blocks inside the sub-images.

Extracting the edge histogram first requires partitioning a specified image into blocks of 4x4 non-overlapping sub-images. Each of the latter has a group of image-blocks. The ED method then applies five different edge detectors to perform texture extraction in different directions: horizontal, vertical, diagonal of both 45 and 135 and non-directional (Manjunath et al., 2002). Figure 3 illustrate the ED filters.

In each sub-image, the image blocks are convolved with the filters coefficient, which represents various edge detectors as in Fig. 3. Only the highest value among these edge strengths is compared with a specified edge threshold. Accordingly, if the value is bigger than the threshold, the block of the image is considered as having the corresponding edges. Finally, the edge histogram produces 80 bins of edge features that represent the image (Manjunath et al., 2002). The following equation shows how to obtain the edge strength among different 5 filters:

\[
\text{edge-stg}(i, j) = \sum_{k=0}^{n} A_k(i, j) \ast \text{edge-filter}(k)
\]

Here, \( n \) refers to the sub-block number in each of the image blocks, \( A_k(i, j) \) refers to an image block and \( \text{edge-stg}(i, j) \) indicates any of the five edge detectors. However, Fig. 4 shows the spatial distribution of the edge histogram.

**Naive approach:** Combining features outperforms using a single descriptor when representing an image in a Visual Image-block

**Fig. 2:** An image divided into sub-images and image-blocks
Object Categorization (VOC) (Alelu et al., 2009). The Naive approach considers a combination method where it combines a number of feature vectors in one feature vector to be later used in feeding the classifier. Similarly, it places several feature vectors produced by various sources directly into an input vector and enters it into the classifier for learning and testing. However, the feature vector produced by the Naive approach leads to large dimensional feature vectors. Nonetheless, the Naive approach outperforms a single feature vector, however, using the Naive approach with combined features increases dimensional feature vectors, produces over-fitting and affects performance (Abdullah, 2010).

**Support Vector Machine (SVM):** Recent research has shown how the SVM algorithm outperforms these techniques in different applications. The basic part of the algorithm in question is the optimal hyper-plane that isolates the generated data into two types of classes or categories \( \{ +1, -1 \} \) where the topest margin is in the higher dimensional feature space. SVM helps in a design model that invests the generated training data to be able to predict the target values of the test data attributes (Cortes and Vapnik, 1995).

For the classification schema, if \( X \) is the input value, SVM will classify this input into two classes \( y \in \{ +1, -1 \} \) according to the following equation:

\[
y = \text{sign}(f(x))
\]

Function \( f(x) \) comes from combining the Kernel function between input \( X \) and each training data point thus:

\[
f(x) = \sum a_i y_i K(x_i, X) + b
\]

where, \( X \) represents the input vector, \( x_i \) represents the training data and the Kernel is \( K(x_i, X) \). In Eq. 6, the function of decision is calculated using the training labels \( y_i \in \{ +1, -1 \} \) and coefficient \( a_i \geq 0 \) whereas the parameter \( b \) is set throughout the process of training that is done on the labeled dataset. When a training set of instance label pairs \( (x_i, y_i) \) is given, \( i = 1, \ldots, n \), where \( X \in \mathbb{R} \) and the SVMs include the solution for the optimization problem (Cortes and Vapnik, 1995):

\[
\min_{w,b,\xi} \frac{1}{2} w^T + C \sum_{i=1}^{n} \xi_i \text{Subjected to:}
\]

\[
y_i (w^T \varnothing (x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0
\]

To find the optimal hyper-plane, function \( \varnothing(.) \) projects the input pattern \( X_i \) onto the higher dimensional space. Among several hyperplanes, SVM finds the optimal one with the highest margin for the binary problem in this space. To get a distinguished hyper-plane, a weight vector \( W \) needs to exist in the form of a training pattern subset that lies on the margin. The following equation shows how to construct \( W \):

\[
W = \sum_{i=1}^{n} a_i y_i \varnothing (X_i) + b
\]

where, \( n \) represents the number of support vectors whereas \( X_i \) denotes the support vector \( i \) and \( y_i \) means the label \( \{ -1, 1 \} \) of \( X_i \). This study has adopted LIBSVM with the RBF kernel to classify the data.

---

**Fig. 3:** Edge histogram masks for texture feature extraction; a) ver_edge_filter; b) hor_edge_filter; c) dia45_edge_filter; d) dia135_edge_filter and e) nond_edge_filter

**Fig. 4:** The edge histogram applied to real-world images; a) Original airplane class image from the Caltech 101 dataset; b) Image primitives (feature maps) constructed by convolving the original image with the GF and c) Spatial distribution of the edge histogram
Clustering: The clustering technique is often used to cluster data into groups where each group reflects similar members whereas each group differs from one another. In the last decade, researchers have proposed different clustering approaches, namely partitioning, hierarchical, density, grid and model-based clustering. Partition clustering which includes the k-means clustering technique and hierarchical clustering is the highly famous technique invested in various applications. The basic aim behind grouping is to enhance the similarity within the intra-cluster and reduce it within the inter-cluster (Wu and Bhanu, 1997; Yang et al., 2010).

k-means clustering: k-means clustering is one of the highly famous grouping techniques that are used in many applications. This algorithm performs the act of clustering by allotting data in each of the various clusters based on the least distance between the cluster centroid and the data. Each cluster is then marked by its centroid, i.e., the mean of the cluster members (Jain et al., 1999). There are a number of merits that make this technique famous and frequently invested; these include the following: first, this technique is applicable to any standard norm; it is characterized by being fast and easy to implement. Second, it has clear parallelization and is not sensitive to data ordering. Conversely, some limitations appear in this clustering technique as the result basically depends on the initial cluster centroid. The number of the cluster should be specify in advance and the k-cluster needs, therefore, to be optimized for each case (Jain et al., 1999).

To explain the k-means clustering technique, assume that we have these observations \( \{x_i; i = 1, \ldots, L\} \). Besides, one needs to calculate the distance between these data points through using order p. k-means aims to divide the observations into different k groups where each group is denoted by its own centroid (mean) \( \hat{\mathbf{x}}_1, \hat{\mathbf{x}}_2, \ldots, \hat{\mathbf{x}}_k \):

\[
KCL = \sum_{i=1}^{L} \min_{j \in \text{cluster}}(x_i - \hat{\mathbf{x}}_j)^p
\]

The k-means technique should follow these steps: calculate the distance between the centroid and observation data points. Identify the minimum space between the centroid and points and assign a point to the respective cluster. The k-means technique converges until the error between the new and old cluster centroids is below a fixed threshold. Figure 5 clarifies the k-means clustering technique.

A Novel Generalization of the Gabor Filter (GGF) method: Over the last decade, researchers have focused on using filters to describe objects. Among several non-linear filters, the GF gives impressive results in different places (Fig. 6).

The literature also indicates that the main demerit of the GF is that it constructs redundant and incompact filters which may decrease system accuracy. An effective method thus requires a generalized and compact GF that can efficiently describe an object. By investing a vector quantization method that involves a clustering algorithm, the compact and informative filters can be met. Such an algorithm is considered active in compact and generalized filters by merging the similar patterns into clusters or groups.

The current study uses the unsupervised machine learning algorithm denoted by the k-means clustering algorithm, to generalize the GF. This algorithm aims at allotting a point to every cluster centroid taking into account the minimum distance. The basic issue as far as this algorithm is concerned is the number of the clusters.
SVM classifier: We used LIBSVM with the RBF kernel together with the one vs. one approach to conduct the process of classification. The normalization of the feature vector ranges between {-1, 1}; this helps avoid numerical complexities during the calculation. It further ensures that the larger values do not control smaller ones. Thus, the normalization equation is:

$$x = \frac{2(x - \text{min})}{(\text{max} - \text{min})}$$

The best two parameters, C and \(\gamma\) of RBF kernel are responsible for producing meticulous classification. The LIBSVM grid-search has directly been used on the training data to identify the best C and \(\gamma\) parameters. The search spaces used in this study are \(\{2^{-5}, 2^{-3}, \ldots, 2^{5}\}\) and \(\{2^{-5}, 2^{-3}, \ldots, 2^{3}\}\) for C and \(\gamma\), respectively. Finally, when K is equal to 10, the K-fold cross-validation will be utilized in learning the classifier.

Selecting the best parameters for the Gabor Filter (GF) and k-means clustering techniques: The GF has four parameters: scale, orientation, sigma and filter size. The number of the scale’s values together with the number of the clusters involved in the k-means clustering technique differ among applications. These parameters have thus been selected to improve VOC technique performance.

Best Gabor Filter (GF) parameters and k-means clustering: Based on different runs, the experiment shows that the best parameters entered into the Gabor filter for object categorization are \((u = 5, \mu = 8, \sigma = 2.5\) and filter size = 128×128). The k-means clustering technique, however, comprises an important part of performing the proposed method. During the experiment, we found a significant difference in accuracy when performing the suggested technique in both domains, the spatial and frequency ones. The best number of clusters in the former domain, thus, differs from that of the latter.

With the spatial domain, the experiment started with 4 clusters and ran until reaching 15 clusters in step 1. It stopped at 15 clusters because there is no significant improvement in accuracy in clusters 14 and 15. The 11 clusters provide higher classification accuracy with a 67.3333% average rate based on the Naive approach. Generalization using the Gabor filter is thus considered the best choice.

For the frequency domain, we start with 4 clusters and ran until reaching 20 clusters in step 1. We stop at 20 clusters because there is no significant improvement in accuracy at cluster 20. The best k-cluster is 18 as it gives
higher accuracy than the other clusters, i.e., a 65% average rate based on using combined features with the Naive approach. One advantage of using the frequency domain is that it speeds up the system while some basic information is lost from the raw data when converting it from the spatial to the frequency domains.

RESULTS AND DISCUSSION

In this part, we briefly present VOC recognition accuracy based on the standard GF and proposed GGF in both domains, the spatial and frequency ones. We, also compare performance at the end of this study.

VOC technique results within the spatial and frequency domains: This study explains in a comprehensive way the results of VOC technique depending on the GF and proposed GGF methods and by utilizing the first twenty classes from Caltech 101 dataset. Table 1 displays the results of VOC technique in the spatial domain, relying on the Naive approach and single classifier. Table 1 Categorization result based on the standard GF and proposed GGF methods in the spatial and frequency domains.

After different 10 runs, the the proposed GGF-based VOC technique will outperform the standard GF method in average rate and standard deviation, with values of 67.3% and ±0.69299, respectively. The time was reduced by 25%, using 11 generalized filters instead of 40. Table 2 shows the accuracy average of the technique being used in the frequency domain with and without the proposed GGF method.

Table 2 shows the VOC technique with and without the suggested GGF method in the frequency domain. The GGF performs worse than the VOC technique in the spatial domain because some raw data is lost when transformation the data from the spatial to the frequency domain using the FFT method. Using the FFT algorithm, however has the benefit of speeding up the system and reducing time.

Performance comparison: It is interesting to compare the classification rates of the suggested method within two different spaces. This study uses the t-test approach to calculate the important difference of the suggested method. The p-value (probability-value) of the t-test is 0.05 and the t-test result is compared to this value: if the t-test value is <0.05, the proposed algorithm is considered significant. The t-test result of the proposed method decreases as the algorithm is considered more significant.

Based on the t-test result, the proposed GGF method-based Naive approach is considered statistically significant in the spatial domain and outperforms the standard GF method-based Naive approach (p<0.05, p = 0.0001). The proposed GGF method-based single classifier is highly important from the statistical point of view and outperforms the standard GF method that relies on a single classifier (with p = 0.00082). The time has been reduced by 25% using 11 generalized filters instead of 40. The results of the t-test of VOC technique together with the suggested GGF method within the frequency domain is not quite statistically significant and performs a bit worse based the Naive approach and single classifier, when compared to the VOC technique-based standard GF method. This result occurs because the number of combined filters is not enough to describe the object compared to the original 40 filters and raw information losses.

Based on the t-test results, the proposed method based Naive approach and single classifier is highly important statistically within the spatial domain. It further executes the suggested method within the frequency domain (with p = 0.0001). The results of the t-test of the standard Gabor filter within the spatial domain show that such a method is statistically important. It also executes the standard gabor filter within the frequency domain (with p = 0.0402 for the Naive approach and p = 0.0486 for the single classifier). In summary, the VOC technique-based standard GF and proposed GGF methods in the spatial domain outperform those in the domain of frequency. The VOC technique in the domain of frequency performs a bit worse because it loses some basic information when transforming the raw data from the spatial to the domain of frequency.

Performing VOC technique with all dataset categories: From the results obtained using the GGF method in the spatial domain and taking into account the twenty categories from Caltech 101 dataset, it is interesting to perform the VOC technique that depends on the suggested GGF with the entire Caltech 101 dataset to see how the proposed method performs. Table 3 shows the accuracy rate of the VOC technique that works with a mono-classifier and has a simple combination approach. Such a technique that is based on the suggested GGF method in the spatial domain performs well even with all Caltech 101 dataset classes. The standard deviation shows the proposed method is stable with diverse objects.
Table 1: Categorization result based on the standard GF and proposed GGF methods in the spatial and frequency domains

<table>
<thead>
<tr>
<th>Variables</th>
<th>Standard GF</th>
<th>Proposed GGF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single classifier</td>
<td>Naive approach</td>
</tr>
<tr>
<td>Accuracy average (%)</td>
<td>47.345</td>
<td>65.1667</td>
</tr>
<tr>
<td>SD</td>
<td>±1.13245</td>
<td>±2.16168</td>
</tr>
</tbody>
</table>

Table 2: Classification results of the VOC technique in the frequency domain

<table>
<thead>
<tr>
<th>Variables</th>
<th>Standard GF</th>
<th>Proposed GGF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single classifier</td>
<td>Naive approach</td>
</tr>
<tr>
<td>Accuracy average (%)</td>
<td>41.9958</td>
<td>63.2667</td>
</tr>
<tr>
<td>SD</td>
<td>±1.08854</td>
<td>±1.9539</td>
</tr>
</tbody>
</table>

Table 3: Classification accuracy of all Caltech 101 categories based on the proposed GGF method in the spatial domain

<table>
<thead>
<tr>
<th>Variables</th>
<th>Single classifier</th>
<th>Naive approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy (%)</td>
<td>40.42070</td>
<td>57.6784</td>
</tr>
<tr>
<td>SD</td>
<td>0.67366</td>
<td>0.98742</td>
</tr>
</tbody>
</table>

CONCLUSION

This study has presented the visual object categorization technique that has a filter-based descriptor and a classifier marked by the standard Gabor filter and proposed GGF techniques. The results verify the refinedness of the suggested method in describing an object, as it provides different and distinctive feature maps that are differently scaled and oriented for each of its objects.

The VOC technique, based on both the standard GF and proposed GGF methods, has been tested in two different spaces: the spatial and frequency ones. Based on the results of the t-test, it has been found that VOC technique within the spatial domain generated better results than implementing it in the frequency domain for both the standard GF and proposed GGF methods. This occurs for several reasons. One reason is that transforming raw data from the spatial domain to that of the frequency is inefficient and may lose some important information. In other words, the representation of the FFT algorithm to the data is not as efficient as the actual raw data.

Conversely, the VOC technique, based on the proposed GGF method, gives a higher accuracy rate and outperforms the standard GF method. The proposed descriptor and classifier, that has filter and is marked by the GGF method has significantly improved the object categorization problem and increased system performance.
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