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Abstract: The theme of this research is intelligent search engines that can search and extract new information from text data in the Kazakh language and education. The significance of the research topic due to the growing amount of data represented in digital form which provide the ability to access various sources of electronic documents. The use of intelligent search engines will allow you to meet the information needs of users. In this regard, the development of information-analytical search engines that allows you to work with data in the Kazakh language is relevant. The goal of this research is to develop efficient algorithms and models for intelligent search systems, based on modern technologies in the field of information retrieval and natural language processing teaching them.
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INTRODUCTION

Overview modern information retrieval: The problem of finding a document that meets certain criteria occurs in any data warehouse that contains more than one document. It is obvious that the solution of this problem is somehow confined to those which are used in the design of storage systems. You can specify two basic ways using a hierarchical model, the use of hypertext models.

The use of a hierarchical multilevel model involves the categorization of information resources. To select the path to the desired document uses the description drawn up by the support of this system. Hypertext Model allows to link documents links which are located directly in the text. These two models have obvious drawbacks. As multi-level categorization and the placement of links is performed by highly qualified specialists, the volume treated in this way documents may not be very large. For this reason, suffers the relevance of the description of the array of documents. In addition, related documents limited to any one subject area which moreover, the user of the system may be a different idea than the originator of the subject. Finally, find the correct document to the user of such systems will be required to view many documents with useful information which will only be links to other resources. These problems become particularly acute when large volumes of information, high speed of updates and the high heterogeneity of user needs. The process of finding information is the sequence of steps that lead through the system to a certain result and allowing to assess its completeness. Since, the user usually does not have comprehensive knowledge about the information content of the resource which searches, then evaluate the adequacy of a query expression as well as the completeness of the result, it can based only on external measurements or on the intermediate results and generalizations, comparing them.

The accuracy and completeness of the search depends not only on characteristics of the IRS but also on how to create a query. The ideal query can be executed by the user, fully familiar with the subject area that interests him and used IRS. To improve the quality of search, you can use a variety of methods. The most used of them is the use of Boolean operators AND, OR, NOT. Using Boolean operators a fairly easy way to increase the relevance of the documents issued but it has its drawbacks. The main one is the bad scalability. The application of the operator can greatly narrow the results and the operator greatly expanded.

The degree of accuracy and completeness of the search depends on how common terms are used in the formulation of the query. May be wrong use as the most general of terms (increases the level of informational noise) and too specific terms (reduces the completeness of the search). The use of very specific terms may lead to the fact that in the dictionary of the IRS may not be of this term.
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Currently, there are enough powerful information systems that more or less satisfy the information needs of users. However, the main disadvantages of most systems are the limitations of the analytical work with the resources and integration of resources within each system and with external systems (often not taken into account international standards and recommendations, low interoperability) (Anonymous, 2018a-d).

There are quite a number of algorithms for intelligent processing of text documents. Each of them has its own metric by which to measure the results of clustering. Description of algorithms of cluster analysis of texts is given in and on the website http://www. basegroup. ru/library/analysis/clusterization/datamining/ and in this study we propose their classification by dividing into two large groups:

- Algorithms flat clustering
- Hierarchical clustering algorithms

The first group includes algorithms that use the method of quadratic errors, the k-means algorithm (k-means), graph theory methods, methods based on the concept of density, neural network methods, etc., the second group includes algorithms agglomerative hierarchical clustering (divide bottom-up) clustering methods single and full connectivity, the clustering pair-group average and dividing algorithms (divide top-down) clustering using suffix trees.

In many leading scientific centers and commercial companies have active projects on creation of systems of semantic query processing which are improving and developing new protocols, technologies, programming environments, agents, languages, user interfaces, methods, distributed knowledge. For example, the DPpedia project, aimed at extracting structured information from data generated within the project Wikipedia, named one of the most successful examples of the use of technologies of the semantic processing of data Tim Berners-Lee. Almost all well-known company IBM, Adobe or Oracle, actively use the technology of the Semantic Web in their products to solve data management tasks. Microsoft invests hundreds of millions of dollars in project interactive of network resources. NET which reflects their idea of the near future internet. The system allows for automated exchange of network resources between separate programs, applications, databases, users (Buneman et al., 1997; Sint et al., 2009; Tukeyev, 2015; Wang and Guo, 2012; Myers and McGuffee, 2015).

Issues of development and creation of information retrieval systems that are able to automatically search and extract new information from semi-structured data to the scientific community, involved in various research groups. Thus, as development tools these systems use technologies such as JSF, JavaScript, PHP, MySQL database server. With the undisputed advantages of these systems with increasing volume of processed data there is a noticeable decrease in their performance (Shokin et al., 2010).

**MATERIALS AND METHODS**

**Overview of the modern methods of semantic processing of textual resources:** Currently, among the areas of information retrieval, a special place is the class of problems concerning smart search which involves: modeling representation of documents and queries, search and knowledge representation in digital form, classification (categorization) of texts, clustering, semantic knowledge extraction from texts.

Taking into account constant growth of digital data plays an important role improving the quality of information retrieval through the use of new semantic technologies and methods.

Big data-developed various algorithms and methods for machine solving this problem, so as to carry out the analysis manually enable the volumes of data. Any natural language in their own complicated, unique and versatile, so, extracting data from documents and textual resources is a big and time consuming job that requires preprocessing.

During the design of the module analytical processing of textual resources and documents were studied different methods and models. Such as fastText, GloVe, Word2Vec. FastText is a library to the study of the attachment of words and text classification, laboratory of AI research at Facebook. The model is an unsupervised learning algorithm for obtaining vector representations for words. Facebook provides pre-trained models for 294 languages. This program is written in Python and C++ (Lukashevich, 2011).

A popular idea of modern machine learning is the representation of word vectors. These vectors capture the hidden information about the language such as the word analogy or semantics. It is also used to improve the performance of text classifiers. Tool fastText, you can build that dictionary vectors. fastText provides two models for calculating representations of words, skipgram and cbow ("continuous package of words").

GloVe, invented from the Global Vectors is a model for distributed representation of words. The model is an unsupervised learning algorithm for obtaining vector
representations for words. Metrics of similarity used for the estimates of nearest neighbors, creating a single scalar which quantifies the relationship between the two words. This simplicity may be problematic because the two words are almost always demonstrate more complex relationships than can be captured by a single number.

Word2Vec tool used for the analysis of the semantics of natural languages which is a technology that is based on distributional semantics and vector representation of words. This tool makes it faster than using other methods to vector on huge amounts of linguistic material.

In scientific research, Masterman (1961) described the basic ideas of information retrieval. Presented various options for finding statistics text which include counting the number of occurrences of words in documents and the frequency of adjacency of words and the new model architectures for computing continuous vector representations of words from very large data sets. Was explored as vector representations of words obtained by various models on a set of syntactic and semantic language tasks. Mikhelevich et al. (1976) shows the use of language models neural network to the problem of calculating the semantic similarity for the Russian language. Describes the instruments, corpora and the results.

Vector representations of words trained using Word2Vec models are semantic meanings and are useful in various tasks of NLP (Natural Language Processing-Natural Language Processing). In the detailed descriptions and explanations of the equation parameters of Word2Vec models including models CBOW and skip-gram as well as advanced optimization techniques including hierarchical softmax and negative sampling. In the study presents the results of the Word2Vec algorithm for synthetic agglutinative Kazakh language. The main difficulties of the implementation of the algorithm was associated with the requirement of normalization of the text (Drakshayani and Prasad, 2013; Verma and Vuppuluri, 2015; Kenesbaev, 1977; Vinogradov, 1977; Anonymous, 2018a-f; Mikolov et al., 2013; Rong, 2014).

The most difficult problem arising from the creation of intelligent systems is to develop methods of automated knowledge extraction from documents in natural language. This problem is still, apparently does not have any general solution, since, the construction of this solution involves in particular, sufficiently, accurate modeling of cognitive human activity and the availability of powerful tools like syntactic and semantic analysis of texts.

On the basis of the research of the developed models applied the most for analytical processing of textual resources is the Word2Vec method. Below is represented the development of methods of the module analytical processing and implementation based on this approach.

The learning algorithm based on the method of WORD2VEC: Word2Vec includes a set of algorithms to calculate the vector representations of words, assuming that words used in similar contexts, i.e. are semantically close:

\[
(wv \cdot \text{wc})(\text{we}1 \cdot \text{wv})
\]

- In the numerator: the proximity of words of context and target words
- In the denominator the proximity of all other contexts and target words

The learning algorithm in Word2Vec there are two main learning algorithm: CBOW(Continuous Bag of Words) is a “continuous bag of words” model architecture which predicts the current word based on the surrounding context.

CBOW predicts the word from the local context:
- Inputs one-hot representations of words dimension \( V \)
- The hidden layer B matrix representations of the words \( W \)
- Output of the hidden layer is the average of vectors of words in context
- The output is a rating \( u_j \) for each word and taking the softmax value which is determined by the following formula:

\[
p (i | e1, ..., en) = \exp (u_j) \cdot 1/n \exp (u_j)
\]

Skip-gram works differently: It uses the current word to predict the surrounding words.

Skip-gram predicts the words the context of the current word: A word predicted by the context of the central-now several multinomial distributions and softmax for each word context:

\[
p (ckji) = \exp (kck) \cdot 1/n \exp (kji)
\]

User Word2Vec has the ability to switch and choose between the algorithms. Word order context does not affect the result in any of these algorithms. The calculation uses an artificial neural network. During training, the algorithm generates the optimal vector for each word using the CBOW or skip-gram. A method of
Word2Vec. The algorithm of the model shown in Fig. 1. Module for analytical processing of textual resources and documents for the Kazakh language consists of 3 stages:

- Preparation of input data
- Model training
- Work with trained model

**Stage 1: Preparation of input data in turn consists of the following steps:** For learning module, you need to prepare the case. The case is selected and processed according to certain rules, the set of texts used as a base for language research. They are used for statistical analysis and test statistical hypothesis, validation of linguistic rules in the language.

**Search body may issue:** All consumption of the selected word in the immediate context, on the basis of what the translator can choose a synonym, if you transfer or collocations. The frequency of words in a particular field of knowledge. Words that are often next to the selected word.

Was assembled by the Kazakh monolingual corpus. For training the model was trained monolingual Kazakh case which is in the file train_kaz. Detailed description of the collection of monolingual housing shown in this study.

**Stage 2: Learning models:** Next step in the implementation of the model is learning. To train the model, specify the following parameters:

- The dimension of the feature vectors is 100
- The maximum distance between the current predicted word in the sentence is 5
- The minimum level of learning 1
- The threshold cut off frequency of 4 words

After training save the model in model_kaz.model.

**Stage 3: Work with the trained model:** To work with the trained model and connection Word2Vec:

```
model_kaz = Word2Vec.load("model_kaz.model")
```

In the result is a trained model you can search by the meaning of similar words. For more effective operation of the model and obtaining good results requires large monolingual case in the Kazakh language, since, Word2Vec is based on the neural network training. You can set the input as one word or several. Figure 2 and 3 shows an example of the model (Kutuzov and Andreev, 2015; Kalimoldayev et al., 2015, Sehwa, 1975; Anonymous, 2019).
Fig. 2: Example of the operation of the model

\[
\begin{array}{c}
\text{array}([0.0991542, 0.21965135, 0.20315677, 0.10083853, 0.47508884, \\
0.28579789, 1.14730882, 0.01909552, 1.05231845, 0.33877822, \\
-0.49278412, -0.00606144, -0.21403779, -1.05646484, -0.09724212, \\
-0.50939721, -0.97085264, -0.0160517, 0.02732255, 0.02902972, \\
0.5071312, 1.65723942, 0.50056286, 0.72203874, 1.37290833, \\
0.33576381, -0.25440294, -0.08202996, -0.65984275, 0.84245397, \\
-1.2460485, 0.56664453, -0.02433425, 0.516167, -0.2805349, \\
-0.65919266, 1.1152271, 0.79175997, -0.39565197, 0.4330034, \\
0.43764126, -0.9977359, 1.50830878, -0.22719315, -0.67059831, \\
-0.63139606, 0.49345993, -0.36428472, 0.12966921, -0.0517641, \\
-0.64878259, 0.02446725, -0.47907348, -1.2568498, 0.06311392, \\
0.42110498, 0.21190647, -1.31222642, -0.23150532, -0.47074625, \\
-0.63276925, -0.06761415, -0.33243044, 1.28257335, -0.58089242, \\
0.50999554, 0.17180554, 0.10650143, -1.1109889, 1.28628749, \\
-0.7989175, 0.05032253, 0.0347760, -0.3472291, 0.05609366, \\
-0.61206445, -0.1245467, 0.99802392, 0.52985685, 0.34109272, \\
-0.03638547, -0.2895883, 0.5277238, 0.3746899, 0.1292195, \\
0.50900056, 0.7373656, 0.3227244, -1.2603192, 0.6380992, \\
0.38052275, -0.04180229, -0.43815792, 0.6778925, -0.62231964, \\
-1.25498548, -0.97636641, -0.77478993, 0.5380992, -1.03268651].
\end{array}
\]

Fig. 3: Example models for the two words

Result of training for a single word, the result of training for 2 words: model Kaz.most similar (positive = ["zhyl-dyn", "ba"]), topn = 10). The software part of the module written in the Python programming language of version 3. For feature models was connected to the library Gensim. Gensim-originally a library for topic modeling texts (Abiteboul et al., 1999). Further, for more effective work model based on Word2Vec is based on the neural network training, it is planned to increase the volume of the housing. Since, large volumes of the buildings allow you to improve search quality.

RESULTS AND DISCUSSION

Develop and implement a method of collecting synonyms Synonymy and its importance in information retrieval: One of the most important elements influencing the results of searching information is a thesaurus of keywords which involves expanding subject area due to synonymy and formation on this basis of a thesaurus of synonymy. In the 1970’s and thesauri have been actively used for information retrieval tasks. In such thesauri words are mapped to descriptors through which semantic relationships are established. The first modern English thesaurus was created by Peter mark Roget (English) in 1805. It was published in 1852 and has since been used no reprints. There are also electronic dictionaries of synonyms and thesauri, English language, etc. Unfortunately, for Turkic languages electronic language resources do not exist in the public domain which would then be used in various applied problems of artificial intelligence. There is important to use the knowledge of synonymy to search for and fullness of meaning of words in the Kazakh language.

Development of a thesaurus of synonymy of the Kazakh language: The main challenge in the determination of synonyms is their determination to lexical and morphological features are automated is not possible.
Table 1: List of many meanings (synonyms)

<table>
<thead>
<tr>
<th>Multi-valued words in English languages</th>
<th>Main 1 in Kazakh language</th>
<th>Main 2 in Kazakh language</th>
<th>Main 3 in Kazakh language</th>
</tr>
</thead>
<tbody>
<tr>
<td>String</td>
<td>Жұқ</td>
<td>Жіп</td>
<td>ішшек</td>
</tr>
<tr>
<td>Order</td>
<td>Рет</td>
<td>Жарлық</td>
<td>ордень</td>
</tr>
<tr>
<td>Part</td>
<td>Бөлік</td>
<td>Парат</td>
<td>дене</td>
</tr>
<tr>
<td>Small</td>
<td>Кішкентай</td>
<td>Ушак</td>
<td>шагын</td>
</tr>
<tr>
<td>Thing</td>
<td>Зат</td>
<td>Ноңе</td>
<td>дұнне</td>
</tr>
<tr>
<td>Discover</td>
<td>Білім</td>
<td>Ашу</td>
<td>табу</td>
</tr>
<tr>
<td>Information</td>
<td>Ақпа</td>
<td>Назар же, мен</td>
<td>ма</td>
</tr>
<tr>
<td>Field</td>
<td>Орыс</td>
<td>Дала</td>
<td>алам</td>
</tr>
<tr>
<td>Present</td>
<td>Таныстың</td>
<td>Коңсату</td>
<td>уын</td>
</tr>
<tr>
<td>Observe</td>
<td>Балықтау</td>
<td>Карнау</td>
<td>байкау</td>
</tr>
<tr>
<td>Make</td>
<td>Жасау</td>
<td>Күнмөлөш</td>
<td>істен</td>
</tr>
<tr>
<td>Go</td>
<td>Бару</td>
<td>Кету</td>
<td>журу</td>
</tr>
<tr>
<td>So</td>
<td>Салай</td>
<td>Осай</td>
<td>бұлау</td>
</tr>
<tr>
<td>Call</td>
<td>Атау</td>
<td>Шалқын</td>
<td>көңір шалу</td>
</tr>
<tr>
<td>Set</td>
<td>Көіін</td>
<td>Озірғылу</td>
<td>орнату</td>
</tr>
</tbody>
</table>

Table 2: Translations and the frequency of words in the context

<table>
<thead>
<tr>
<th>Variables</th>
<th>Frequency</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_i$</td>
<td>amb_word</td>
<td>freq_of $f_i$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>amb_word</td>
<td>freq_of $f_j$</td>
</tr>
<tr>
<td>$f_k$</td>
<td>amb_word</td>
<td>freq_of $f_k$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$f_n$</td>
<td>amb_word</td>
<td>freq_of $f_n$</td>
</tr>
</tbody>
</table>

Synonyms should be context-dependent that is the relationship of synonymy is possible between words. In this study, the researchers developed a hybrid approach based on the method of maximum entropy in the practical implementation of the semantic cube.

To solve this problem were used the linguistic resources of the English language which made the implementation of the approach. Below is an example of multi-valued words in English that have different meanings in Kazakh language (Table 1).

This list is based on a parallel English-Kazakh corpus that identifies a particular translation of the words. Found synonyms (multi-valued words) and their adjacent words are filled in the table. Table 2 of possible translations in the context can be summarized as follows:

- Here, amb_word-multivalued words from the initial context, t transfers
- f-context of the target language, freq_of $f$
- Frequency of occurrence of ambiguous words in context

Using a table of frequencies while testing for the right words, it calculates the probability and selects the corresponding translation. The formula which determines the translation according to the context:

$$P_s(t|v) = \frac{c(f_i)}{\sum_{i=1}^{n} c(f_i)}$$

Where:
- $c(f_i)$ = The frequency of context
- $\sum_{i=1}^{n} f_i$ = Amount needed possible factor contexts

Fig. 4: Automated directory Kazakh synonyms

Definition of synonyms with their equivalents, constructed a table of frequencies. For the choice of words we use Eq. 2 and 3:

$$t_i = \text{prob}_{f_1} + \text{prob}_{f_2} + \text{prob}_{f_3} + \ldots + \text{prob}_{f_n}$$

$$t = \text{argmax}_{t_1, t_2, \ldots, t_n}$$

The biggest argument finding probabilities of synonyms is determined by the function:

$$\text{argmax}_{t} = \text{argmax} P(t_1, t_2, \ldots, t_n)$$

This defines various values that are written in the semantic dimension of the cube. The cube is directly dependent on the size of the English-Kazakh parallel corpus. The semantic form of a multidimensional cube is presented in Fig. 4. The growth of the size of the case affect the quality of the right synonym of the words that is more than a catalogue of words of synonyms the more accurate and better will find and identify the right synonyms. With the implementation of this approach has been used parallel English Bkazakh corpus and open source online dictionary of English synonyms (Thesaurus.com). Developed a thesaurus of synonymy, based on the algorithm of maximum entropy and in the practical implementation of the method of semantic Cuba.
Using this method was automated system of collection of synonyms and similar in meaning of meaning of words. Was added to the database up to 9000 entries of synonyms of the Kazakh language.

CONCLUSION

The results obtained on the development of methods and models of the module analytical processing of textual resources and documents in the Kazakh language:

- Research different types of methods and models for semantic analysis used for operation of the module analytical processing of textual resources and documents
- Collection monolingual corpora of the Kazakh language to train the Word2Vec model
- Implemented pre-processing text data for use as input data, the selection of words that are similar in vector representation
- The module for analytical processing of textual resources and documents in the Kazakh language is implemented based on the model Word2Vec
- Developed thesaurus of synonyms of the Kazakh language of module analytical word processing
- Developed automation replenishment system database of synonyms of the Kazakh language

The experiments showed good values for the learning system analytical processing of data. In the future, increase quality due to the increase in the input and casing of the Kazakh language and through the creation of a marked body of the Kazakh language.
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