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Abstract: A four-step Continuous Block Hybrid Method (CBHM) with four non-step points of order (9, 9, 10, 9, 9, 9, 9) is proposed for the direct solution of the 1st order Initial Value Problems (IVPs). The main method and additional methods are obtained from the same continuous scheme derived via interpolation and collocation procedures. The stability properties of the methods are discussed and the stability region shown. The methods are then applied in block form as simultaneous numerical integrators over non-overlapping intervals. Numerical results obtained using the proposed block form shows that it is attractive for solutions of stiff problems.
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INTRODUCTION

Consider the IVP:

\[ y' = f(x, y), \quad y(x_0) = y_0 \]  

We seek a solution in the range \( a \leq x \leq b \) where, and \( b \) are finite and we assume that \( f \) satisfies the conditions which guarantee that the problem has a unique continuously differentiable solution which we shall indicate by \( y(x) \). Consider the sequence of points \( \{x_n\} \) defined by \( x_n = a + nh, \, n = 0, 1, 2, \ldots, b-a/h \) where, the parameter \( h > 0 \) is a constant step-size. An essential property of the majority of computational methods for the solution of Eq. 1 is that of discretization that is we seek an approximate solution, not on the continuous interval \( a \leq x \leq b \) but on the discrete point set \( \{x_n\} \). The k-step Linear Multistep Method (LMM) for the solution of Eq. 1 is generally written as:

\[ \sum_{j=0}^{k} \alpha_j y_{n+j} = h \sum_{j=0}^{k} \beta_j f_{n+j} \]  

Which has \( 2k+1 \) unknown \( \alpha \)'s and \( \beta \)'s and therefore can be of order \( 2k \) where, \( k \) is the step number. But according to Dahlquist (1963), the order of Eq. 2 cannot exceed \( k+1 \) (\( k \) is odd) or \( k+2 \) (\( k \) is even) for the method to be stable. Several researchers such as Lambert (1973), Gear (1965), Gragg and Stetter (1964), Butcher (1965) and Brugnano and Trigiante (1998) proposed modified forms of Eq. 2 which were shown to overcome the Dahlquist barrier theorem. These methods known as Hybrid methods were obtained by incorporating at off-step points in the derivation process. We define a k-step continuous hybrid formula to be of the type:

\[ \sum_{j=0}^{k} \alpha_j(x) y_{n+j} = h \sum_{j=0}^{k} \beta_j(x) f_{n+j} + h \sum_{j=1}^{v} \beta_{ij}(x) f_{n+j-v} \]  

Where, \( h \) is the stepsize, \( v \) is the number of off-points, \( \alpha_j \), \( \alpha_j(x) \), \( \beta_j \), \( \beta_{ij}(x) \) are continuous coefficients which are uniquely determined from the derivation process. Hybrid methods were initially proposed to overcome the Dahlquist barrier theorem for solving 1st order IVPs. Hybrid methods have been considered by Gragg and Stetter (1964), Lambert (1973) and Kohfeld and Thompson (1967) and are of the form:

\[ \sum_{j=0}^{k} \alpha_j y_{n+j} = h \sum_{j=0}^{k} \beta_j f_{n+j} + h \beta_r f_{n+r-1}, \quad r \in \{0, 1\} \]  

Which were shown to be of order up to \( 2k+2 \). Gupta (1978) and Jator (2010) noted that the design of algorithms

Corresponding Author: Akinfenwa, College of Computer Science and Technology, Harbin Engineering University, 15001 Harbin, P.R. China

47
for Eq. 4 is more tedious due to the occurrence of \( \xi_{ij} \) in Eq. 4 which increases the number of predictors needed to implement the method. Donelson and Hansen (1971) proposed cyclic composite multistep methods which were also shown to circumvent the Dahlquist barrier theorem. The methods were applied in a predictor-corrector mode to scalar 1st order IVPs by combining different correctors and writing them as a single matrix difference equation. It was reported by Donelson and Hansen (1971) that stability was achieved with higher order methods without additional function evaluations however, an extra amount of programming was required. The Hybrid method proposed in this study is self-starting and implemented without the use of predictors. The derivation of the method is based on interpolation and collocation (Lie and Norsett, 1989; Atkinson, 1989; Omumanyi et al., 1994; Gladwell et al., 1980).

Block methods were first introduced by Milne (1953) for use only as a means of obtaining starting values for predictor-corrector algorithms and has since then been developed by several researchers (Rosser, 1967; Sarafyan, 1965; Shampine and Watts, 1969) for general use. We emphasize that the hybrid methods are developed for general use, not only as a means of obtaining starting values for predictor-corrector algorithms.

To this end, the continuous representation generates a main discrete hybrid method and four additional methods which are combined and implemented as a block method which simultaneously generates approximations \( y_{n+2} \) to the exact solution, \( y(x_{n+2}) \), \( j = 0, 1, 2, ..., 8 \) and \( r = 1/2 \). Without loss of generality, \( y_{n+2}, y_{n+3}, y_{n+4}, y_{n+5}, y_{n+6}, y_{n+7}, y_{n+8}, y_{n+9}, y_{n+10} \) is obtained in the next block using \( y_{n+1} \) as the starting value. Thus, the order of the algorithm is maintained. In this study, the aim is to generate a four step Continuous hybrid block method with four off-step points and to demonstrate the efficiency in its implementation on stiff and non stiff ODEs.

**Derivation of the method:** In this study, the objective is to derive the main Hybrid method of the form:

\[
Y(x) = \sum_{j=0}^{p+q-1} b_j \phi_j(x)
\]

Such that \( x \in [x_n, X] \), \( b_j \) are unknown coefficients and \( \phi_j(x) \) are polynomial basis function of degree \( p+q-1 \) where, the number of interpolation points \( p \) and the number of distinct collocation points \( q \) are respectively chosen to satisfy \( 1 < p < k \) and \( q > 0 \). The integer \( k+1 \) denotes the step number of the method. We thus construct a \( k \)-step continuous multistep method with \( \phi_j(x) = x_j, j = 1, 2, ..., 9, \eta_i = \{1/2, 3/2, 5/2, 7/2\} \), \( i = 1, 2, 3, 4 \), \( p = 2, q = 2, k = 4 \) by imposing the following conditions:

\[
\sum_{j=0}^{q-1} b_j x_{n+1}^j = y_{n+1} \quad i = 3
\]

\[
\sum_{j=0}^{q-1} b_j x_{n+i}^j = \frac{f(n+1)}{i+1} \quad i = 0, 1, 2, 3, ..., 8
\]

For \( r \in (0, 1) \) then \( y_{n+1} \) is the numerical solution for the exact solution \( y(x_{n+1}), \xi_{i+1} = f(n+1), y_{n+1} \) and \( n \) is the grid index. It should be noted that Eq. 7 and 8 leads to a system of \( p+q \) equations which must be solved to obtain the coefficient \( b \). The four step Continuous hybrid method is obtained by substituting these values of \( b \) into Eq. 6. After some algebraic computation, the method yields the expression in the form (Eq. 3) as:

\[
Y(x) = \sum_{i=0}^{q-1} \alpha_i y_{n+i} + h \sum_{i=0}^{q-1} \beta_i f_{n+i} + \sum_{j=0}^{q-1} \beta_j f_{n+i}
\]

Which is used to generate the main discrete Hybrid method at the interpolation point \( x = x_{n+1} \). And we obtain the additional methods by interpolating Eq. 9 at the points \( x = \{x_0, x_{n+2}, x_{n+3}, x_{n+4}, x_{n+6}, x_{n+7}, x_{n+8}, x_{n+9}, x_{n+10}\} \). The coefficients of the CBHM are shown in Table 1-3. The method is implemented simultaneously by applying the CBHM to generate \( y_{n+2}, y_{n+3}, y_{n+4}, y_{n+5}, y_{n+6}, y_{n+7}, y_{n+8}, y_{n+9}, y_{n+10} \) for the solution of Eq. 1 at discrete block points \( x_{n+2}, x_{n+3}, x_{n+4}, x_{n+5}, x_{n+6}, x_{n+7}, x_{n+8}, x_{n+9}, x_{n+10} \) and \( n = 0, 1, 2, ..., N-4 \) on the partition \([a, b]\).

**Summary:** On the partition \( \mathcal{P} = \{x_0, x_1, ..., x_N\} \), \( h = b-a \), \( n = 0, 1, 2, ..., N-1 \). In step 1, choose \( N \) for \( k = 4 \), the number of blocks \( \Pi = N/4 \), using Eq. 13, \( n = 0, m = 0 \), the values \( (y_{n+1}, y_{n+2}, y_{n+3}, y_{n+4}, y_{n+5})^T \) are generated simultaneously over the
Table 1: Coefficients \( b_{jk} \) for the method in Eq. 9 evaluated at \( x = x_{k+j} \), \( j = 0, ..., 2k \), \( j = 6 \)

<table>
<thead>
<tr>
<th>( k = 4 )</th>
<th>( j )</th>
<th>( b_{00} )</th>
<th>( b_{20} )</th>
<th>( b_{40} )</th>
<th>( b_{60} )</th>
<th>( b_{80} )</th>
<th>( b_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-403/2800</td>
<td>-279/350</td>
<td>-9/1400</td>
<td>-403/350</td>
<td>9/70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>175/4147</td>
<td>-263/65152</td>
<td>-93025/145152</td>
<td>-55225/145152</td>
<td>-5125/9072</td>
<td>-1087/2835</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-13/252800</td>
<td>18/2025</td>
<td>-2747/14173</td>
<td>-8816/14173</td>
<td>-279/560</td>
<td>-1087/560</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7/12800</td>
<td>-261/44800</td>
<td>1431/44800</td>
<td>-11617/44800</td>
<td>-198929/3628800</td>
<td>5207/45360</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23/228600</td>
<td>-23/2850</td>
<td>247/113400</td>
<td>198929/3628800</td>
<td>8233/43360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3233/7257600</td>
<td>-15797/3628800</td>
<td>71047/3628800</td>
<td>-198929/3628800</td>
<td>-2903/5670</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>223751/187560</td>
<td>-3445/3628800</td>
<td>147143/3628800</td>
<td>-37521/3628800</td>
<td>-2903/5670</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( k = 8 )</th>
<th>( j )</th>
<th>( b_{00} )</th>
<th>( b_{20} )</th>
<th>( b_{40} )</th>
<th>( b_{60} )</th>
<th>( b_{80} )</th>
<th>( b_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-383/350</td>
<td>-78/2100</td>
<td>-93/560</td>
<td>-93/800</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-751/145152</td>
<td>-8401/145152</td>
<td>2525/145152</td>
<td>-425/29304</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-881/6417</td>
<td>-2747/14173</td>
<td>16/2025</td>
<td>-13/2850</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-254/44800</td>
<td>-9559/44800</td>
<td>549/44800</td>
<td>-81/8960</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-177/412800</td>
<td>-22223/113400</td>
<td>247/2850</td>
<td>-127/2927000</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-131/59193628800</td>
<td>-8191/3628800</td>
<td>4983/3628800</td>
<td>-7297/2257600</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-876/2253628800</td>
<td>1622393/3628800</td>
<td>687797/3628800</td>
<td>-3395/2257600</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1501/283500</td>
<td>2128477/113400</td>
<td>22823/28350</td>
<td>3277/2257600</td>
<td>9/280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-9134560</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Absolute error for Block hybrid method in Eq. 14 with four off-steps at the end point \( T = 10 \)

Error \( i = \| y_{0} - y \| / \|

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \text{Steps} )</th>
<th>( \text{Error 1} )</th>
<th>( \text{Error 2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25</td>
<td>1.74</td>
<td>0.38</td>
</tr>
<tr>
<td>0.01</td>
<td>250</td>
<td>2.81 \times 10^{-16}</td>
<td>1.59 \times 10^{-16}</td>
</tr>
<tr>
<td>0.001</td>
<td>2500</td>
<td>9.82 \times 10^{-16}</td>
<td>4.91 \times 10^{-16}</td>
</tr>
</tbody>
</table>

Table 3: Absolute error for Block hybrid method in Eq. 14 with four off-steps at the end point \( T = 10 \) and \( s = 10^{-4} \)

Error \( i = \| y_{0} - y \| / \|

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \text{Steps} )</th>
<th>( \text{Error 1} )</th>
<th>( \text{Error 2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25</td>
<td>5.81 \times 10^{-2}</td>
<td>5.81 \times 10^{-4}</td>
</tr>
<tr>
<td>0.01</td>
<td>250</td>
<td>3.69 \times 10^{-12}</td>
<td>1.85 \times 10^{-12}</td>
</tr>
<tr>
<td>0.001</td>
<td>2500</td>
<td>1.48 \times 10^{-12}</td>
<td>7.51 \times 10^{-13}</td>
</tr>
</tbody>
</table>

Subclass interval \([x_i, x_{i+1}]\) as \( y_i \) is known from the IVP Eq. 1. In step 2, for \( n = 4, 5, \ldots, N - 4, \) \( \delta = 1, \) \( y_{0}^{0} = x_{0}^{20}, y_{15}^{0}, y_{20}^{0}, y_{25}^{0}, y_{30}^{0}, y_{35}^{0}, y_{40}^{0}, y_{45}^{0}, y_{50}^{0}, y_{55}^{0}, y_{60}^{0}, y_{65}^{0} \) are obtained over the sub-interval \([x_i, x_{i+1}]\) since, \( y_i \) is known from the 1st block. In step 3, the process is continued for \( n = 8, \ldots, N - 4, \) \( \delta = 2, \ldots, N \) to obtain approximate solutions to Eq. 1 on sub-intervals \([x_i, x_{i+1}], \ldots, [x_{N-4}, x_N]\). We note that for linear problems, we solve Eq. 1 directly from the start with Gaussian elimination using partial pivoting and for non-linear problems, we use a modified Newton-Raphson method.

**Order of accuracy and local truncation error:** Following Fatunla (1991) and Lambert (1973), we define the local truncation error associated with Eq. 5 to be the linear difference operator:

\[
L[y(x); h] = \sum \alpha_j y_{i+j} - h \sum \beta_j f_{i+j} - h \sum \beta_j \eta_i f_{i+j} \eta_j
\]  

Assuming that \( y(x) \) is sufficiently differentiable, we can write the terms in Eq. 10 as a Taylor series expansion of \( y(x_{i+j}), f(x_{i+j}) \) and \( f(x_{i+j}) = f(x_{i+j}) \) as:

\[
y'(x_{i+j}) = \sum \frac{(h^m)}{m!} y^{(m)}(x_i)
\]

\[
y'(x_{i+j}) = \sum \frac{(h^m)}{m!} y^{(m)}(x_i)
\]

Substituting Eq. 11 into equations in Eq. 10, we obtain the expression:

\[
L[y(t); h] = C_0 y(t) + C_1 h y'(t) + C_2 h^2 y''(t) + \ldots + C_m h^m y^{(m)}(t) + \ldots
\]

Where, the constant \( C_m, m = 0, 1, 2, \ldots \) are given as follows:

\[
C_0 = \sum \alpha_j
\]

\[
C_1 = \sum \alpha_j - \sum \beta_j - \sum \eta_j
\]

\[
C_2 = \frac{1}{2!} \sum \alpha_j - \sum \beta_j = \sum \eta_j
\]

\[
C_m = \frac{1}{m!} \left( \sum \alpha_j - \sum \beta_j - \sum \eta_j \right)
\]
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According to Henrici (1962), we say that the method in Eq. 5 has a maximal order of accuracy $\mathcal{O} \left( h^{m+1} \right)$ hence, $C_0 = C_2 = C_4 = \ldots = C_{m-2} = 0 = C_{m+1}$, and $h^{m+1}$ is the error constant and $h^{m+2}$ the principal local truncation error at the point $x_n$.

It is established from the calculations that the continuous block hybrid methods shown in Table 2 have high order and error constants.

**Analysis of CBHM:** The methods shown in Table 2-4 can be represented by a matrix finite difference equation in block form:

$$IY_{n+1} = AY_{n-1} + \mathbf{b}_1 \mathbf{F}_{n+1} + \mathbf{B}_1 \mathbf{F}_{n-1}$$

(14)

Where:

$$Y_{n+1} = \begin{pmatrix} Y_n & Y_{n+1} & Y_{n+2} & Y_{n+3} & Y_{n+4} \end{pmatrix}^T$$

$$Y_{n-1} = \begin{pmatrix} Y_{n-1} & Y_{n+1}/2 & Y_n & Y_{n+1}/2 & Y_{n+3} \end{pmatrix}^T$$

$$F_{n+1} = \begin{pmatrix} f_{n+1} & f_{n+1} & f_{n+2} & f_{n+3} & f_{n+4} \end{pmatrix}^T$$

$$F_{n-1} = \begin{pmatrix} f_{n-1} & f_{n-1}/2 & f_n & f_{n+1}/2 & f_{n+2} \end{pmatrix}^T$$

$I = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}$

$$A = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$


Where, $\omega = 0, 1, 2, \ldots$ and $n$ is the grid index.
Zero stability: The zero stability of the methods in Eq. 14 are determined as the limit as h→0, the difference system Eq. 14 tends:

\[ IV_{n+1} - A V_{n-1} \tag{15} \]

Which is normalized to obtain the 1st characteristics polynomial \( \rho(R) \) given by:

\[ \rho(R) = \text{det}[R A_0 - A] = R^7 (R-1) \tag{16} \]

Where \( A_0 \) is the identity matrix in I and \( A = A_0 \). Following Eq. 6, the block method (Eq. 14) is zero stable since, \( \rho(R) = 0 \) and \( R \leq 1, j = 0, 1, ..., 8 \). Thus for this method one of the root \( R_8 = 1 \) which is the principal root hence, the method is zero stable.

Consistency and convergence: Since each of the method in Table 1 has order \( m=1 \), the CBHM is consistent and by Henrici (1962). Convergence = zero stability + consistency. Hence, the CBHM is convergent.

Stability analysis: The stability properties of the block formula (Eq. 14) is discussed according to Butcher (1965) and are determined through the application to the test equation:

\[ y' = \lambda y, \quad \lambda < 0 \tag{17} \]

which yield the stability polynomial:

\[ \rho(t, z) = -t^7 + t^6 - 2t^5 z - 2t^4 z^2 - \left( \begin{array}{c}
\frac{1161197}{86016} + \frac{2136859872}{1366818944} z + \frac{917929}{8128512} z^2 + \frac{9535201}{8128512} z^3 + \frac{478787}{8128512} z^4 + \\
\frac{2256646061}{526727776} - \frac{8524693}{627056640} z^5 + \frac{419453347}{13655901690} z^6 - \frac{9299477}{68279508} z^7 + \frac{142633}{292626432} z^8
\end{array} \right) \tag{18} \]

From Eq. 18, we obtain the usual property of A-stability which requires that for all \( z = h \alpha \in \mathbb{C}^- \) and Re (z) < 0, P(t, z) must have a dominant eigenvalue \( t_d \) such that \( |t_d| < 1 \). From the analysis, we have that the eigenvalues \( \{ t_{i,j} \} = \{ 0, 0, 0, 0, 0, 0, 0, t_d \} \) and the dominant eigenvalue, \( t_d \) is a function of \( z \) given by:

\[ t_d = \left( \begin{array}{c}
\frac{13655900160 + 27311800320 z + 26067915720 z^2 + 15421057680 z^3 + 6334352010 z^4 + 1901281116 z^5 + 1419453347 z^6 + 651289142 z^7 + 5989540 z^8}{419453347 z^6 + 651289142 z^7 + 5989540 z^8}
\end{array} \right) \tag{19} \]

Clearly from Eq. 19, Re (z) < 0, \( t_d < 1 \). Hence, the block method in Eq. 14 is A-stable since, its region of absolute stability contains the left half-plane \( \{ z \in \mathbb{C} \mid \text{Re}(z) < 0 \} \).

Numerical experiment: This study deals with some numerical experiments, executed in Matlab language with double precision arithmetic which illustrate the result derived in the previous sections.

Example 1: Consider the stiffly linear problem:

\[ y_i' = -29998y_i - 99994y_{i+1}, \quad y_i(0) = 1, \quad 0 \leq t \leq T, \quad y_i' = 9999y + 19997z, \quad y_0(0) = 0 \]

The eigenvalues of the systems are \( \lambda_1 = -10000 \) and \( \lambda_2 = -1 \) with exact solution:

\[ y_i(t) = \frac{1}{9999}(29997e^{-10000t} - 19998e^{-t}), \quad y_i(t) = e^{-t} - e^{-10000t} \]

Example 2: Consider the linear SPP (Xiao et al., 2000):

\[ \varepsilon y_i' = 2y_i - y_{i+1}, \quad y_i(0) = 2.3, \quad 0 < \varepsilon << 1, \quad 0 \leq t \leq T, \quad y_i' = y_i - 2y_{i+1}, \quad y_0(0) = 1.1 \]
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Table 4: Absolute error for Block hybrid method in Eq. 14 with four off-steps at the end point $T = 10$

<table>
<thead>
<tr>
<th>$h$</th>
<th>Steps</th>
<th>Error 1</th>
<th>Error 2</th>
<th>Error 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td></td>
<td>1.614×10^{-11}</td>
<td>1.30×10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>2.20×10^{-10}</td>
<td>1.63×10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td></td>
<td>2.25×10^{-9}</td>
<td>1.67×10^{-10}</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Absolute error for Block hybrid method in Eq. 14 with four off-steps at the end point $T = 1$

<table>
<thead>
<tr>
<th>$h$</th>
<th>Error 1</th>
<th>Error 2</th>
<th>Error 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.46×10^{-6}</td>
<td>2.43×10^{-3}</td>
<td>1.68×10^{-6}</td>
</tr>
<tr>
<td>0.01</td>
<td>1.26×10^{-6}</td>
<td>1.12×10^{-3}</td>
<td>1.01×10^{-6}</td>
</tr>
<tr>
<td>0.001</td>
<td>1.74×10^{-6}</td>
<td>1.09×10^{-3}</td>
<td>7.46×10^{-6}</td>
</tr>
</tbody>
</table>

Table 6: Absolute error for Block hybrid method in Eq. 14 with four off-steps at the end point $T = 2$

<table>
<thead>
<tr>
<th>$h$</th>
<th>Error 1</th>
<th>Error 2</th>
<th>Error 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.74×10^{-9}</td>
<td>1.11×10^{-9}</td>
<td>1.97×10^{-10}</td>
</tr>
<tr>
<td>0.01</td>
<td>8.36×10^{-11}</td>
<td>3.84×10^{-10}</td>
<td>9.18×10^{-12}</td>
</tr>
<tr>
<td>0.001</td>
<td>8.54×10^{-11}</td>
<td>3.51×10^{-10}</td>
<td>6.78×10^{-12}</td>
</tr>
</tbody>
</table>

With the exact solution:

$$y_1(t, \varepsilon) = -\frac{2}{2 \varepsilon + 1} (e^{y_1(0)} + y_1(0)) + \frac{1}{2 \varepsilon + 1} (y_1(0) - 2y_1(0)) \exp\left(-\frac{(2 \varepsilon + 1) - t}{\varepsilon}\right)$$

$$y_2(t, \varepsilon) = -\frac{2}{2 \varepsilon + 1} (e^{y_2(0)} + y_2(0)) + \frac{\varepsilon}{2 \varepsilon + 1} (y_2(0) - 2y_2(0)) \exp\left(-\frac{(2 \varepsilon + 1) - t}{\varepsilon}\right)$$

It is easy to see that the exact solution $y_1(t, \varepsilon)$ and $y_2(t, \varepsilon)$ approximate to the constants $2/2 \varepsilon + 1 (e^{y_1(0)} + y_1(0))$ and $(1/2 \varepsilon + 1 (e^{y_2(0)} + y_2(0)))$, respectively after a short time.

**Example 3:** Consider the Stiffly nonlinear Kap's problem:

$$y_1' = -(e^{y_1} + 2)y_1 + e^{-y_1}y_2, \quad y_1(0) = 1$$

$$0 \leq t \leq 10$$

$$y_2 = y_1 - y_2$$

$$y_2(0) = 1$$

Take $\varepsilon = 10^{-10}$, the smaller $\varepsilon$ is the more serious, the stiffness of the system. The exact solution is:

$$y_1(x) = y_1'(x), \quad y_2(x) = e^{-x}$$

**Example 4:** The last experiment is the system:

$$y_1' = -10y_1 + \beta y_2, \quad y_1(0) = 1$$

$$y_2' = -\beta y_1 - 10y_2, \quad y_2(0) = 1$$

$$0 \leq t \leq T$$

$$y_1 = -y_2, \quad y_1(0) = 1$$

This problem has been extensively studied by Shampine (1977) and reported that the system is stiff when $\beta = 21, \gamma = 10$ and the Jacobian has eigenvalues $-10-\beta i$ and $-\gamma$. Its exact solution is:

$$y_1 = e^{-\gamma}(\cos(\beta t) + \sin(\beta t))$$

$$y_2 = e^{-\gamma}(\cos(\beta t) - \sin(\beta t))$$

$$y_3 = e^{-\gamma}$$

We compute the absolute error at the end point for $T = 1$ and 2 as shown in Table 5 and 6, respectively.

**CONCLUSION**

A continuous hybrid formula with four off-step points has been proposed and implemented as a self starting method for stiff ordinary differential equation. The strength of the method lies in the additional methods generated from the main method which are simultaneously implemented in block form without the need for predictors. The good convergent and stability properties of the method makes it attractive for numerical solution of stiff problems. The accuracy of the block method have been demonstrated on both linear and non-linear problems as shown in Table 4-6. Although for example 1, the methods showed poor accuracy for $h = 0.1$ but the accuracy improved greatly as the step size reduces.

**ACKNOWLEDGEMENTS**

We are very grateful to the State Key Laboratory of High-end Server and Storage Technology, Numbers: 09HSSA005 and Fundamental Research Funds for the Central Universities. Numbers: HEUCFT1007, HEUCF100 607 China for the their support in this research. We are also grateful to the referees whose useful suggestions greatly improve the quality of this research.

**REFERENCES**


