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Abstract: Tn this study , a voice guidance system for autonomous robots is designed based on microcontroller.

The proposed system consists of a microcontroller and a voice recognition processor that can recogmze a

limited number of voice patterns. The commands of autonomous robots are classified and orgamzed such that
one voice recognition processor can distinguish robot commands under each class. Thus, the proposed system

can distinguish more voice commands than one voice recognition processor can. A voice command system for
three autonomous robots 18 implemented with a microcontroller from Microchip PIC16F876, a voice recognition
processor RSC364 from Sensory and a set of Infra-red emitters- receivers. A proposal 1s also outlined for
integrating the voice command system into a reinforcement learning scheme in order to enhance the
performance of learning task by autonomous robots. This work and design have taken 10 months, starting on

January 2004,
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INTRODUCTION

This new component which 1s the microcontroller,
integrating within one chip all the necessary elements to
design a mother board and being used in many different
industrial, biomedical and robotics applications, 13 very
important and essential in the design of small robots.
Many techniques have been developed in order to
enhance robot behaviour based on smart sensors and
microcontrollers efficiently M.

It has been known that the design of a mother board
based on microprocessor is not an easy way, it takes time
to design the board and cost more money to provide the
necessary components. Therefore, the mtelligent robots
or the mtelligent systems implemented by microcontrollers
can reduce time of development.

There have been many research projects dealing
with robot control, ameng these projects, there are some
projects that build intelligent systems®”. Since we have
seen human-like robots in science fiction movies such as
in TROBOT movie, making intelligent robots or intelligent
systems became an obsession within the research group.
A micromouse™ is a computer controlled autonomous
mobile robot that can find a predetermined destination
when placed in an unknown maze. A vision-guided
autonomous vehicle 18 proposed as an alternative of the
micromouse competition’™. The track of a vision-guided
autonomous vehicle can be easily constructed. Most of
components are off-the-shelf products and the level of
challenge on software can vary to suit the designer.

However, since image processing and control of the car
are accomplished by a personal computer, a vision-guided
autonomous vehicle project 18 more appropriate n
courses related to computer vision, artificial intelligence
and fuzzy logic rather than those related to
microcontrollers. In the MIROSOT(Micro -Robot World
Cup Soccer Tournament), mtelligent autonomous robots
compete with each other in the soccer game'”. But the
soccer robot system requires a colour vision system that
consists of a personal computer, a colour camera and a
colour vision board. In this study , a voice command
system for autonomous robots, based on the use of
low-cost microcontrollers, 15 proposed. Compared with
previous projects by®”, the cost of the proposed voice
command system 1s much lower. Also, the variation of the
proposed voice command system and other applications
besides autonomous robots is possible depending on
characteristics of the microcontroller and different
SEI1SO0TS.

In order to command autonomous robots by voices
as in (Fig.1), a voice recognition system has to be
designed. There 1s a lot of research about designing voice
recognition systems. Most of them have been built in
worlkstations, personal computers, or DSP (Digital Signal
Processing) chips by developing voice recognition
algorithms. Depending on which algorithm 1s applied,
voice recognition systems of different characteristics can
be made. Therefore, the voice recognition system built in
worlkstations, personal computers, or DSP chips can
achieve various characteristics. Also, they can achieve
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Fig.l: Voice command system for autonomous robots

high voice recognition rate under a general environment.

However, because techniques about voice
recognition built in workstations, personal computers, or
DSP chips are complicated and needs more time for
development, a voice recognition processor is proposed
in this study . Which is a dedicated processor that can
recognize voices and therefore if the voice recognition
processor is used, a voice recognition system can be built
without knowing any voice recognition algorithms.

The proposed voice recognition system is used as a
voice command system for autonomous robots. The
effectiveness of the voice input compared with other
input devices in robot systems was discussed in®"! In
order to command the tasks of autonomous robots by
voices, the same number of words as tasks has to be
recognized. Since one voice recognifion processor can
only recognize a limited number of voices (words) , the
tasks of autonomous robots more than the limited number
cannot be distinguished if one wvoice recognition
processor is used alone. In this study, a RISC architecture
microcontroller is combined with one voice recognition
processor for controlling different robots™*

Given the tasks of autonomous robots, each robot
task is classified and is organized such that the number of
robot tasks under each class of commands is not more
than the maximum recognition number of one voice
recognition processor. Then one wvoice recognition
processor can distinguish robot tasks under each class.
In addition to the hardware details on both voice
command system and autonomous robots design, a
section in voice command integration in autonomous
robot learning is discussed®*™,

THE PROPOSED VOICE COMMAND SYSTEM

The proposed voice command system consists of a
special low power microcontroller and a voice recognition
processor VRP that can recognize a limited number of
words. Let the maximum number of recognizable words by
this VRP be N >2 , the number of commands to be given
to arobot are p = 2, then the maximum number of robots
to be controlled by this VRP is n=N/p (Fig.2). So
the orders can be grouped into sets, each set of order is
assigned to a selected robot. In this case each robot can
be affected different tasks. The VRP works in two phases:
The ftraining phase and the recognition phase or
verification phase. In the fraining phase, the operator will
be asked to pronounce command words one by one. The
VRP extracts patterns from acoustic signal and store them
in its internal memory. During this phase, the operator
might be asked to repeat a word many times, specially if
the word pronunciation is quite different from the first
time.

In the recognition phase, given a voice command, the
VRP recognizes the voi ce command by matching the most
similar pattern in its memory unit and then sends the
recognition result to the microcontroller. According to
the recognition result, the microcontroller selects a group
and provides another memory unit to the VRP. This
memory unit containg the voice commands under the
selected group and therefore the VRP waits for the next
voice command under the selected group. If a voice
command {5 recognized by the VRP, the microcontroller
makes a command to a robot to perform the corresponding
task and the VRP waits for the following voice command.

VOICE COMMAND FOR THREE
AUTONOMOUS ROBOTS

A voice command system and three autonomous
robots that receive voice commands are implemented. The
voice commands of robots are selected from a set of
actions used to control a vehicle (forward, backward, left,
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Fig.2: The structure of voice command for n robots

1202



Asian J. Inform. Tech., 4 (11): 1201-1207, 2005

Fig.3: The frame format

Table 1: The meaning of voice commands

Red Choose the first robot, red colour
Blue Choose the second robot, blue colour
Green Choose the third robat, green colour
Farward Go forward, action on M1

Backward Change direction back, action on M1
Right Turn right, action on M2

Left Turn left, action on M2

Stop Stop the movement, stops M1 and M2

right and stop) and their meanings are listed as in Table 1.
However, voice commands for the three robots may be
made different from each other as mentioned early.

Voice command system description: The voice command
system as shown in Fig.5 consists of a voice recognition
processor RSC-364"", a microcontroller from Microchip
the PIC16F876”", a Infra-red (IR) emitter module and a
microphone. The RSC-364 1s  a speaker-dependent
isolate-word recognition processor that can recognize
up to 15 words in stand-alone mode , up to 60 words
or phrases can be recogmized in slave mode, the
response time 1s less than 200 ms to a given voice
input. The RSC family of microcontrollers are low-cost 8-
bit designed for use in consumer electronics. All
products of the RSC family are fully integrated and

mclude a speech processor, A/D Converter, D/A
converter, ROM as program memory and RAM
circuitry on chip.

The RSC-364 also melude on chip pre-amplification.
To tramn and to recognize 15 words, an external 8K—byte
EEPROM (Electrical Erasable Programmable Read Only
Memory) needs to be comnected to the RSC-364. No
software programming of the RSC-364 1s needed. The
Microchip PIC16F876 1s an 8 bit microcontroller designed
to handle high-speed calculations and fast input/output
operations. Since a PIC16F876 includes a five channel
10bit A/D converter, a serial port, Three & bit high-speed
I/O and two PWM (pulse-width-modulated) modules, this
microcontroller can be used to design a simple controller.
Typical applications using the PIC16F876 include data
acquisition system, robot motion control and domestic
appliance control.

To transmit orders to different robots, an Infra-red
LED (Light Emitting Diode) is used. In the implemented
voice system, the PIC1 6F&76 plays an important role as an
mterface between the VD364 and IR transmitter in sending
commands to three autonomous robots.

Training: In order to train the recogniser in the manual
mode of the VD-364, a push button is used to initialise the
training mode, the system asks the user to enter the word,
which should be entered into the RSC-364 through a
microphone connected to the RSC-364. During training,
the VRP stores patterns of each word m its memory.
Voice commands RED, BLUE and GREEN are used to
select between the three robots, respectively. RED, BLUE
and GREEN are the words representing the three colours
of the robots. Since voice commands of each robot are
stored in different memory areas, different voice
commands may be trained depending on each robot.

Recognition: In the recognition mode, when the voice
input through the microphone is detected, the VD-364
tries to find the most similar voice pattern to this input
and sends a byte representing the recognition result to
the PIC16f876. This byte 1s sent to the PIC16F876 through
a TTL buffer 741.5245. Depending on this byte, the
PIC16F876 sends an appropriate frame format of 12 bits as
1s shown m figure 3, where the four first bits represent the
address of the robot chosen A3-A0 and the remaining bits
represent the command to be executed by that robot C7-
0. Thus format allows the control up to 16 robots with 256
commands. Finally the frame is modulated and transmitted
by the TR emitter.

AUTONOMOUS ROBOTS AND LEARNING

Hardware description of autonomous robots: The
structures of the mechanical hardware and the computer
board of autonomous robots in this study are similar to
thosel®? (Fig. 4). However, since our autcnomous robots
need to perform simpler tasks than those in [5][10] do,
they can be more easily constructed. The computer board
of each autonomous robot consists of a PIC16F876, with
8K-instruction EEPROM (Electrically Programmable Read
Only Memory) and 256 bytes of DATA EEPROM memory,
two H bridges drivers using BD134 and BD133 transistors
for DC motors, an IR receiver module which 1s TSOP1736
and a four bit micro-switch to fix the address of each
robot. Each autonomous robot performs  the
corresponding task in response to a received command as
given in Table 1. Commands and their corresponding
tasks recognmized by related robots may be changed in
order to enhance or modify the application.

Voice command integration in autonomous robot
learning: Recently, a fully autonomous agent such as
mobile robots has become one of the central issues in
Artificial Intelligence. To reach this ultimate goal, many
technicques have been used to deal with the problem of
learming for autonomous robots. Among them, we may
cite Reinforcement Learming scheme which plays an
important role in attempting to perform such a difficult
task. Reinforcement Learning is a mean of learning from
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Fig. 4: Autonomous robot block diagram

Fig. 5. Overview of the voice command system

experiences that involve trial and errors only. The
performance of the autonomous robot are then evaluated
in terms of a scalar function ( called reward function )
which is available from the interaction of the robot with its
environment.

The objective of a reinforcement learning algorithm 1s
to maximise the expected cumulative reward after
following a given policy of actions by updating some
value utility function over
I Those methods based on (-learning , for

function or a time

horizont*
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Fig. 7: The effect of SN or NSN in and out the laboratory.

mstance, try to adjust an utility function that 1s used to
establish a preference order within the action space
available to each state of the robot!'?. Usually, the learned
policy 1s then represented as the action with lghest
utility value for a given state. Thus, the goal of
learning is to obtain an optimal policy which maps
states to actions while optimising the expected utility
function for each state.

Unfortunately, some difficulties have been
encountered when attempting to apply reinforcement
learning to real practical problems with a huge or infinite
number of states, for example the problem of robots
navigating in a complex real environment. For this kand of

issues, learmning can require a very large if not an infinite
number of trials in order to establish an acceptable policy
for autonomous robots. In addition, robots may behave in
an unpredictable way that can lead to a disaster. To
overcome some of these difficulties, many researchers
have proposed to introduce some sort of supervisory into
the learning loop mn order simplify the learning problem to
some extent!™'™. Following this trend in our work, we
intend to integrate the Voice Recognition Processor as a
part of a reinforcement learning component within the
overall system of the autonomous robots (Fig. 6).

The figure shows a schematic of our learming system
where the user commands play the role of training input
to the reinforcement learner.  Q-learmning, a well
established techmque in reinforcement learning theory,
can be used here to estimate the utility function Q(s, a) by
adjusting its value each time an action a is executed from
a given state s to reach a new state 8’ according to the
following formula:

Quw (5,3)=Qu(s,a)Ta(rrama, Q(s’, 2 )-Qu(s,a))

Where r is the obtained reward at time t, ¢ represents
a step size parameter and ¥ 13 a discount factor between
0 and 1. Higher-level user commands m the form of
intermittent input from the voice recognition processor are
entered into the learning component serving as temporary
guidance to choose more plausible actions for the
autonomous r1obot. We believe that implementing
reinforcement learning within this framework will greatly
help the robot to acquire autonomy in shorter time. Details
of the implementation of this proposed structure will be
described during a future work.

TESTS ON THE VOICE COMMAND SYSTEM

The developed system has been tested within the
laboratory of L.A.S.A, there were two different conditions
to be tested: The distance of the microphone from the
speaker and the rate of recognition in stationary noise and
non stationary noise (NSN). The system, first, had been
tested in the laboratory and outside in order to detect the
environment effect on the recognition rate. After testing
the recognition of each word 25 times m the following
conditions: a) outside the Laboratory (LASA) with N3N,
b) outside the LASA with stationary noise (SN), ¢) inside
the LASA with NSN and d) inside the LASA with SN. The
results are shown in figure 7 where the numbers in the
horizontal axis correspond to the order of voice command
words as they appear in Table 1.
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DISCUSSION

A voice command system for autonomous robots 1s
proposed and 1s implemented based on microcontrollers.
Since the proposed system consists of a VRP, a
microcentroller and other low-cost components namely IR
transmitters, the hardware design can be easily carried
out. The results of the tests shows that a better
recognition rate can be achieved inside the laboratory and
specially if the phonemes of the selected word for voice
command are quite different. However, a good position of
the microphone and additional filtering may enhance the
recognition rate. In order to recognize voice commands
more than the maximum recogmtion number provided by
one voice recognition processor, all voice commands can
be grouped and organized such that the VRP always tries
to find the most similar voice pattern from one memory
unit. The number of the voice commands in one memory
umit 18 not more than the maximum recognition number of
one voice recognition processor. Several more interesting
applications of the proposed system different from
previous ones are also possible. Variation of the
proposed voice command system to fit other applications
besides autonomous robots is under study. The use of
Radio Frequency transmission would give more hardware
autonomy to the designed system. Our future work will
focus also on developing the software part in order to
umplement the interaction between the supervisory aspect
of the user mterface through the voice recogmtion
processor and the reinforcement learning component of
the autonomous rebot. In addittion, we mtend to assess
the overall performance of the proposed structure in the
context of multi-robots environment as concermng the
response of each robot to vocal user commands issued at
higher level of abstraction.
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