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Abstract: Automatic 1mage amnotation 1s a process of assigning semantic keywords to mmages and these
annotations are used to retrieve the unlabeled images from large image collections by using semantic query
texts. We are proposing the ATAS (Automatic Image Amnotation System), which provides a effective
mechanism for Annotating images using an active learning framework. The visual features like color and shape

gives a great evidence for representing image blobs and its usage for image annotation has been explored in
this study. The extracted image feature vectors (color, shape) and training keywords are used by machine
learmng techmques to automatically apply annotations to new unages. During training phase the SVM (Support
Vector machine) generation process leams the correlations between image features and training keywords. The

trained model provides the mappmg between traiming image data set and semantic keywords and then the
trained decision model can be used for the automatic image annotation process.
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INTRODUCTION

The choice of image processing and learning
techniques determines the accuracy and efficiency of the
image annotation system. Earlier, lots of proposals were
made for annotating images with various combinations of
segmentation and statistical modeling techniques.
HuaMin Feng et al." proposed an approach for
annotating online image collections. They proposed a
novel approach to annotate images by disambiguating the
region overlapping regions obtained by using two
segmentation methods (JSEG, Blobworld)™ and they used
soft decision binary SVM model for active learning!".

This framework proposes a SVM based learning
techmque which 1s designed to associate low level image
features like shape and color with conceptual categories
which can be used as query key words or annotations.
Supervised machine learming and classification
techniques are used for predicting labels for newly
observed image data. For retrieving images from the large
mmage collection based on their syntactical features, the
Amnotation Based Image Retrieval (ABIR) mechanism
must provide strong association between the low level
structural features like color or shape and their semantic
descriptions. This generalized framework 15 trying to
reduce this semantic gap.

The visual feature shape 1s less utilized in image
retrieval system because the complexity in representing
and processing shape data. Comparatively the shape

feature provides effective retrieval mechamsm in both
CBIR (Content Based Image Retrieval) and ABIR™. The
image pre-processing section of this AIAS consists of
region based segmentation module and feature extraction
module. The region labeling and region merging process
are discussed in section 2. The active learning part of
ATAS consists of the SVM classifier generation module
and a shape thesaurus which is discussed in section 3.

IMAGE PRE-PROCESSING

This image pre-processing module performs image
segmentation and feature extraction.

Segmentation: Is to split an image mto disjoint regions
while each region represents a meaningful object. The
defimtion of object applied here 1s a group of umage
pixels that are specially connected (4-Neighborhood) and
belong to the same region. Any object segmentation
method like Edge-flow or Region-Grow can be used for
segmentation. The region labeling and merging algorithm
is used to segment the input image into meaningful
Teglons.

Feature extraction: [s to extract the color and shape
visual feature data, which is used to represent the objects
by associating with known classes. The color feature
extraction is done by color clustering algorithm. The
section 4 describes the algorithms m detail.
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Shape: Identification, Extraction, Representation are
done by the region labeling and merging object
segmentation algorithm. There are two main steps
involved in shape feature extraction; object segmentation
shape representation. Object segmentation
possibly the most challenging part of shape feature
extraction. Once objects are segmented, their shape
features can be represented and indexed. The object
shapes are represented as regions.

and i

Color: Is the most used visual feature for image retrieval
due to the sumplicity in similarity measurement and less
complexity of its extraction. And the shape and color of
the object can best describe it. One of the desirable
characteristics of an appropriate color space for image
retrieval is its uniformity. Tn this ATAS system the RGB
(Red, Green and Blue) color model is used. Color
Histogram is a most general method to represent the
proportion of number of pixels of each color for the given
image. To mimmize the number of color bins the image
1s pre-quantized.

SVM CLASSIFIER FOR ACTIVE LEARNING

The SVM model is designed for binary classification
which separates a set of training vectors which belong to
two different classes, (x1, y1), (x2, ¥2),..., (xm, ym), where
%, cR%denotes vectors in a d-dimensicnal feature space
and y, €41, +1} is a class label. During the SVM model
generation, the low-level input feature vectors like color
and shape for mmage retrieval, are mapped into a new
higher dimensional feature space denoted as F: R*—H'
where d<f. Then, an optimal separating hyper-plane in the
new feature space is constructed by a kemel function,
K(x, x). The most widely used kernel functions is the
Gaussian Radial Basis Function (RBF) kernel functions
which has the form,

|x-x["/20
Kgausman(xl_xj) e

Where 0 is Gaussian sigma.
o = 1/(1+ey™"

Where
group of ¢ and B

each concept corresponds to one

The mapping function separates the object vectors
present in the input space by a hyper-plane. All vectors
lying on one side of the hyper-plane are labeled as 1 and
all vectors lying on another side are labeled as +1. The
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training instances that lie closest to the hyper-plane in the
transformed space are called support vectors. The number
of these support vectors 1s usually small compared to the
size of the traming set and they determine the margin of
the hyper-plane and thus the decision surface. Tn order to
produce good generalization, the SVM maximizes the
margin of the hyper-plane and diminishes the number of
support vectorst,

IMPLEMENTATION

This section describes a prototype development of
the proposed system ATAS and the following subsection
describes the system architecture and mmplementation
techmiques.

The proposed frame work AIAS consists of four
compartments and two phases as shown in Fig. 1.

The input section provides the unlabeled image
collections as the mput for traimng and testing
modules.

The image pre-processing module segment the image
into regions by using region labeling and merging
algorithm and the color clustering algorithm is used
to extract the color feature.

The active learning module perform tramning data
extraction from the feature vectors and the SVM
classifier 1s used to build the association between the
training set and concepts (keywords). The concepts
are obtained from the lexicon shape thesaurus.

The output section represents the set of keywords
which semantically related to the mput image, used
as annotations.

Training Phage

Active
learning

Fig.1: System architecture
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The training and testing modules shares a common
shape thesaurus which includes a set of collected
concepts or lexicons.

Segmentation: This AIAS system uses object
segmentation using the region split and merge algorithm,
which is divided into two sub algorithms:

» Region labeling algorithm
* Region merging algorithm

Region labeling algorithm: nim_reg; denote the number
of total regions.

T(i,j) represents the region type of the pixel (i,j).

L(i, j) denotesthe region label of the pixel

o« let num _reg=20;
«  scan the image from left to right, top to bottom:
previous region labels should be modified by executing
subroutine adjust(i,j).

» Calculate the information for each region(region area).
» Call the subroutine adjust(i,j)

Region merging based on edge merit: The algorithm
begins with the smallest regions and terminates when
there are only big regions and those that cannot be
merged remaining.

When there are tiny regions left in the image do the
following: -

Get the smallest region, calculate the length of its
boundaries, find out the longest boundary.

Merge the two regions separated by that boundary,
update the region labels and region information.

When there are small and medium size regions not
processed left in the image merge the regions.
Merging terminates.

Color feature extraction
Color clustering algorithm

Compute the RGB color histogram (number of pixels
having the same color)

Find all the color peaks from the histogram

A peak corresponds to a color cluster, for each cluster
note the RGPB values and population from the
histogram.

Sort the peaks in descending order based on the
cluster population

Determine the number of peaks which do not have a
very small population.
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Fig 2: Sample segmented images

If the number of peaks found in the step 5 iz less then
in step 3, merge the very small clusters to their
nearest color clusters. The nearest cluster is
computed based on the color distance metric in
{L*u*v*) space.

The representative color for this merged cluster is the
weighted mean of the two original clusters.

For each pixel compute the color distance to the
different clusters. Assign the pixel to the cluster for
which color distance is maximum. Thus every pixel
gets assigned to one of the clusters.

The Fig. 2 shows the regions generated by the above
region labeling and merging algorithm.

Active Learning using SVM Classifiers

Training data extraction: The training data set is formed
by a data extraction module as the combination of both
color and shape. The Fig. 3 shows the data extraction
process.

The Fig. 4 present the learning procedure to generate
SVM classifiers and the automatic annotation of
unlabeled images. The fraining sef contains low-level
feature vectors {color and shape) and their associated
classlabels are given.
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Fig. 3: Training data extraction
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Fig. 4: Test or annotation phase
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Fig. 5: Sample annotation results

Tahble 1. Number of images tested in genenic and specific category

MNumber of images 25 50 75 100 200 500
Generic class 25 45 50 50 100 300
Specific class il 5 25 a0 100 200

The color tralmng Seta Pc = {(Xcla ycl)a (Xc2: yt2)> ey
(Xaw ¥od ) Where each vy, is a label of the color names

associated with each x; and shape training set, =, = {(x,,
Vab (X2 ¥.2)s - (X ¥.) } Where each v, is a label of the
shape names associated with each x; are used to train the
color and shape classifiers. The shape descriptions are
obtained from the shape thesaurus.

RESULTS

This work iz tested with the dataset conzists of 2,000
images from NOAA Photo Library and Corel image CDs.
The data set includes both generic and specific scenes
and objects, 750 images from each category was taken for
training the classifier and the trained system was tested
with 500 images. The Table 1 shows the sample data of
the number of images considered in each category with
different training data sizes. The lexicon consists of 50 set
of keywords in both generic and specific category.

The following Fig. 5 shows the sample annotation
results for specific objects like fish, pisa tower and generic
objects like hills.

CONCLUSIONS

The current automatic annotation systems are
statistical model based and the complexity iz more. This
ATAS proposes a binary decizion SWM based framework
for effectively annotating image collections. And the
propozed system was developed and tested with
sufficient data. The use of Region labeling and merging
algorithm simplifies complexities involved in object based
segmentations, further the low level visual features like
color and shape provides good results. The 2 sigma RBF
kernel and m class SVM provides better classification
accuracy. The use of shape thesaurus is well explored for
bridging the semantic gap between the structural features
and syntactical features. This AIAS is a general
framework in which different segmentation methods can
be applied to improve the accuracy. In order to improve
the annotation accuracy some future enhancements can
be done in this work by alternating the segmentation
methods and by uotilizing more SVM models for feature
extraction.
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