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Abstract: In this study the performance of fire pixel segmentation techmque 1s analysed m RGB, YUV, CIE
L*a*b* and YCbCr color spaces using statistical parameters of the image. Various rules are formed in each color
space by defining color and texture feature of the fire and also research is carried out to segment the fire centre
region. The true fire pixels including fire flame region and fire centre region are effectively segmented from the
background in YCbCr color space than the other color spaces. The fire pixel segmentation method using static
features of fire (Color and texture) 1s less complex than dynamic features of fire like motion, flickering, rate of
growing etc. and can be incorporated in the situation when the camera is moving.
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INTRODUCTION

Now a days one of the most important surveillance
systems is the fire detection system used to monitor the
environments and buildings. Fire is the most common
hazard affecting everyday life around the world. Forest
fire 18 very harmful to forests and results mn very serious
economic losses. Timely and accurate fire detection are
crucial to avoid large scale fire damage. If a fire is detected
as early as possible, then the chances for survival are
better. Tt is also necessary for the clear understanding of
the fire development and the location. Tmitial fire locations,
the size of the fire, fire growing rate and direction of
smoke propagation are the important parameters for
firefighting and essential for fire safety analysis. Almost
all the fire detection systems use built-in sensors. The
reliability of such system depends on the positional
distribution of sensors. Sensors are limited to mdoors and
not applicable to outdoors such as forests, shopping
centres, railway stations etc. They require close proximity
to fire which could damage the sensor and also need
frequent battery charge. These sensors do not provide
any information about the fire location, size, growing rate
etc.

Due to rapid development of digital camera
technology and video processing technology, all the
conventional fire detection systems are replaced by a

video processing technique which uses a digital video
camera (Celik et al., 2006). Now a days millions of digital
video cameras are mstalled all over the world. But 1t 1s
impractical for the operator to keep a constant eye on
every single camera. The performance of fire detection
system depends on the performance of fire pixel classifier
which generates the seed areas on which the rest of the
system operates. The detection rate of fire pixel classifier
is needed to be very high with less false alarm rate. There
exists a different technique in different color spaces to
segment fire pixel described in the literature.

Celik ef al. (2006) proposed a generic color model to
segment the flame pixel from the background using the
YCbCr color model. This method segments the flame
region except the flame centre. Chen et af. (2004)
developed a set of rules to separate the fire pixels using R,
G and B information. Tt will not respond correctly when
the illumination of the image changes. Toreym et al.
(2005) used a mixture of Gaussians in RGB color space
which is developed from a training set of fire pixels,
instead of using a rule-based color model as Chen et al.
(2004). Toreyin et al. (2006) employed a hidden markov
models to detect the motion characteristics of the fire
flame that is fire flickering along with the fire pixel
classification. Celik et af. (2007) formed number of rules
using normalized (rgh) values in order to avoid the effects
of changmg illumimation. In this method, statistical
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analysis is carried out in rg, tb and gb planes. In each
plane three lines are used to specify a triangular region
representing the region of interest of fire pixels. A pixel 1s
declared as fire pixel if 1t falls in the triangular region of rg,
rb and gb planes. Even though the normalized RGB color
space overcomes the effects of variation in illumination to
some extent, further improvement can be achieved by
using YCbCr color space which separates luminance from
chrominance. Marbach et al. (2006) used YUV color space
for the analysis of video data. In this technique time
derivative of Y component 13 used to segment the
candidate fire pixel and Uand V compenents are used to
extract the features of segmented fire pixel and confirm
whether the segmented fire pixel is in the fire region.

Horng et al. (2005) used HSI color model to separate
the fire pixels. They have developed the rules for brighter
and darker environments. After segmenting the fire region
based on HSI rules, the lower intensity and lower
saturation pixels are removed to avoid fire aliases (fire like
region). They have also formed a metric based on binary
counter difference 1mages to measure the buming degree
of fire flames such as no fire, small, medium and big fires.
Their result includes false positives and false negatives.
But there 1s no way to reduce the false positives and false
negatives by changing their threshold value. Ko et al.
(2009) generates RGB probability model using imimoedel
Gaussian function from a set of sample 1mages contaiing
fire to segment the fire pixels based on color. But some of
the non-fire pixels similar color to fire probability model 1s
also detected as fire pixels.

Celik (2010) proposed a fast and efficient fire
detection using CIE L*a*b* color space. They have
mtroduced different types of concepts to reduce the false
alarm rate. L*a*b* color space is perceptually uniform and
it is possible to represent the color information of fire
better than the other color spaces. It incorporates the
mean value of the image in L.*, a* and b* plane and also
the histogram of fire pixel 15 created for each of the planes
to separate fire image from the background. But the major
limitation is that it cannot differentiate smoke from fire
flame. Vipm (2012) proposed a model to segment the fire
from the 1mage which uses RGB and YCbCr color space.
This method does not research well under all
environmental conditions and 1s not rehiable. Patel and
Tiwari (2012) and Jin and Zhang (2009) used combined
approach of color detection, motion detection and area
dispersion to detect fire in video. Color-based detection
15 achieved by analyzing fire in RGB and YCbCr color
model. The accuracy of this technique is greatly reduced
when the background illummation changes and it also
segments clouds as fire centre region (white).

Celik et al. (2007) used different color models to
detect fire and smoke. Specifically, fuzzy rules are

generated in YCbCr color space to detect fire flame. Tt is
better in discriminating fire from fire-like colored
objects but 1t missed to segment the fire centre region.
Homg et al. (2005) proposed fire and flame detection
method by processing a video data. Here the analysis is
carried out in RGB and HSI color space. Spatial variation
of color component in HSI color space 1s used to separate
fire flame. Also conversion from RGB to HSI 1s not linear;
hence it is a time consuming process. Xie et al. (2009) and
Stadler and coauthors proposed an algorithm to segment
the fire central area of boiler flame in YCbCr color space.
In this method segmentation 15 done effectively but it
does not segment the fire flame area (around central area)
which is the major area of the fire. i and ceauthors
describes an algorithm to measure the relevance of color
context of every two adjacent frame of flame umage
sequences. This algorithm uses image’s statistical
parameters in RGB color space. Chen et al. (2004)
proposed a fire detection algorithm using CIE L*a*b* and
YCbCr color space. It uses a threshold value for
chrominance components (Cb and Cr) in YCbCr color
space. These threshold values depend on background
llumination. Even though many researchers carried out
the research to segment fire in various color spaces, the
centre fire region is not effectively segmented. But the
proposed research in YCbCr color space, segment fire
centre region by defimng texture of the fire using
statistical parameter of the image.

MATERIALS AND METHODS

Fire segmentation techniques using color model: The
method by which color is specified, created and visualized
color 1s called color space. Human bemngs defne color by
its attribute of brightness, hue and colorfulness. A
computer may describe a color using the amount of red,
green and blue phosphor emission required to match a
color. A color is specified using three co-ordinates or
parameters. These parameters give the position of color
within a color space being used. Many different color
spaces are used for fire detection. Each color space differs
from the others in terms of transformation (linear or
non-linear), the robustness to adapt to light changing and
shadow noises. In thus study analysis 18 carried out in
RGB, YUV, CIE L*a*b™ and YCbCr color spaces.

Analysis in RGB color space: RGB color model 1s used
for sensing, representation and display of images in
electronic systems such as television and computers. It is
based on human perception of colors and it does not
decouple color from intensity. Digital video camera also
provides the output in RGB color space. RGB color space
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Fig. 1: Input image with R, G and B components; a) Input image; b) R component; ¢) G component and d) B component

1s the basic color space from which other color spaces are
derived. It is the combination of three basic colors (Red,
Green and Blue). Each digital color image has three color
planes: Red (R), Green (&) and Blue (B). Each color plane
15 quantized mto discrete levels, generally 256 (8 bits per
color plane) and quantization levels are used for each
plane. White color 1s represented by (R, G, B) = (255, 255,
255). Black is represented by (R, G, B) = (0, 0, 0). A color
umage consists of a pixel, each pixel is represented by
spatial location in the rectangular grid (%, y). (R(x, y),
G(x, y), B(x, y)) is the color vector corresponding to the
spatial location (x, y). Thus, the camera provides the
image i1 RGB color space.

Rules in RGB color space: In the fire region of the digital
fire image, the value of red channel (R) 1s greater than the
value of green channel (G) (Elikk and Demirel, 2009,
Toreyin et al., 2006). In order to explain this concept
clearly, some sample images are picked and R component,
G component and B component are separated as shown
m Fig. 1a. From Fig. 1b-d), it can be noticed that, n the fire
region the intensity of Fig. 1b) (R component) is greater
than Fig. 1¢, (G component) and the intensity of Fig. 1c, (G
component) 1s greater than Fig. 1d (B component). In
some Images, non-fire regions may also have higher R

component than G compoenent and higher G component
than B component. Tt results in the segmentation of some
of the non-fire pixels as fire pixel. In order to overcome
this himitation the mean value of image 1s calculated for R
plane (R,..). It 1s confirmed that the value of R component
in fire regions of the input image is greater than R, for
the same mmage. This concept 1s explamed through the
graph shown in Fig. 2 with = 127. For the pixels in the fire
region, R component 1s more than R, and for the pixels
in the non-fire region R component is less than R,...
Based on the points discussed the following rules are
formed in RGB color space:

1, ifR(%v)>G(x,y)>B(xy
Rece (X’Y)_{o ( )othel("wise) ( ) M

L, ifR(xy)>R, .
R roe: (X’y) - {0 c()therzm'se ®

where, Ryqs, and Ryq; (%, v) are the pixels satistying the
conditions given in Eq. 1 and 2, respectively. R .. 1s the
mean of pixel intensity in R plane and if there are M=N
number of pixels in the given image then R,,.., can be
calculated using Eq. 3 as follows:
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Fig. 2: Intensity of R component in different pixel locations; a) Fire; b) Non-fire pixels

Fig. 3: Results observed in RGB color space; a) Input RGB image; b) Fire segmentation using Eq. 1, ¢) Fire segmentation

using Hq. 2 and d) True fire segmentation using Eq. 4

1 " ¥
R,. = MxNZXZIZyle(X,y) (3

Finally, true fire pixels using RGB color space is
considered as the pixels satistying both Eq. 1 and 2:

1{xy), ifR X,y)=1andR xy)=1
RRGB(X,Y)_{ ( 0 ) RGBI( )OmeIWiseRGBZ( )

(4)
where, (x, y) 15 the pixel of input image at the location
(x, ) and Ryep(x, v) 1s the true fire pixel segmented m RGB
color space. Rpqp(x, v) exists if and only if the pixel in the
location (x, y) satisfies the conditions given m Eq. 1

and 2. To segment the fire pixels m the RGB color space,
the mean value of R component is taken as statistical
parameter because in each fire pixel R component plays a
vital role.

Performance in RGB color space: RGB color model is
used in all the fire detection systems because almost all
the visible range cameras have sensors detecting videos
in RGB format. The result of Eq. 1, 2 and 4 are shown in
Fig. 3. In Fig. 3b, few non-fire pixels are identified as fire
pixels, because those non-fire pixels also satisfy the
condition given m Eq. 1. Similarly, in Fig. 3¢ non-fire cloud
is segmented as fire by satisfying Eq. 2. Fig. 3d shows the
true fire pixels satisfying Eq. 4. It can be noted that for row
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2 and 3 of Fig. 3, background illumination is high. Due to
this ligh background illumination some of the non-fire
regions (cloud and fire shaded regions) are also
segmented as fire. Even though RGB color space can be
used for fire pixel segmentation, it has a disadvantage of
luminance dependence. That is when the illumination of
input image changes, it exhibits inaccurate results. This is
due to the high correlation between R, G and B
components of RGB color space. Also in RGB color space,
luminance and chrominance information are mixed.

RESULTS AND DISCUSSION

Analysis in YUV color space: YUV color space uses only
one luma (luminance component) called Y component and
two chrominance components called U and V
components. It encodes the color image and allows
reduced bandwidth for chrominance component. In YUV
colour space, there is no correlation between Y, Uand V
components. It 13 also very simple to compute it from the
RGB color space. Conversion from RGB-YUV colour space
is Eq. 6as in Eq. 5:

Y 0.299 0.587 0.114 R
U |=]-0.14713 -0.28886  0.436 G (5)
v 0615 —0.51499 -0.10001|| B

Range of Y 18 from 0-255; the range of U 15 from
0to+112 and of the V 1s from O to £157.

Rules in YUV colour space: In the mput image contaimng
fire and non-fire pixels, each pixel value 1s analysed deeply
in each color plane (Y, Uand V) of the YUV color space.
While comparing the intensity of Y (Y component), T (U
component) and V (V component), intensity of Y
component is far greater than the intensity of U
component and the intensity of V component 13 greater
than U component for fire pixels.

But for non-fire pixels U component value is greater
than V component. The concept described above 1s
shown in Fig. 4. In the YUV color space Y component
describes the luminance property.

Fire 1s a light source which exhibits higher luminance
than other non-fire regions which means that fire pixels
have higher value of Y component. Also V component of
the pixel differs more i between fire and non-fire regions.
Even though U and V are chrominance components, the
intensity of V component is more than the intensity of U
in the fire pixels. At the same tune, some of the fire like
light sources (1.e, sun, fire reflection, light of vehicle, etc.)
also exhibit the same color characteristics as fire pixels.
This will lead to fire aliases. To overcome this complexity,
texture feature of the fire is considered by incorporating

Table 1:  Fire and non-fire pixel values in Y, U and V planes along with
Yoo and Vg
Yoean = 87.932 and V.u= 11.96

Fire pixel Non fire pixel

Y u v Y u v
237 55 15 70 31 1
224 36 17 147 59 4
225 35 36 122 52 3
230 34 22 90 36 6
182 27 63 109 44 3

the mean of the mmage in Y plane (Y,,,) and standard
deviation of the image in V plane (V). From Table 1, it is
clear that pixels in the fire region have greater V
component than (V) and the pixels in non-fire region
have less V component value than (V). In the same way
Y component is greater than (Y,,,,,) for the pixels in the fire
region and 1s less than (Y,,..) for the pixels in the non-fire
region. These conditions are verified for more than
thousand images and is formulated as three rules given
below:

1, ifY(xy)>=U(xy)<V(xy
RYUVI(X’y)_{O ( )otheg"wisg ( ) ©

L ifY(xy)> Y,,and V(x,y)=> V,

0 otherwise

Ryu (%.Y) —{

(7
where, Ry (%, v) and Ry(%, y) are the pixels satisfying
Eqgs. 6 and 7, respectively. Y, .. and V, are the mean and
standard deviation of image in Y and V plane,
respectively. y(x, v), U(x, y) and V(x, y) are the intensity of
each pixel at location (x, y) in Y, U and V plane,
respectively. The formulas to calculate Y., and V, are
given in Eq. 8 and 9, respectively:

1

Yom =
Mx N

Ean

> S Y(xy) @)

1 M i 2
Vstd :szlezyzl(\f(x,y)—'\fmm) (9)

where, MxN is the total number of pixels in the given
image:

1 M i)
Vaew = 0 p 2 1 2y ¥ (52Y)

Finally, true fire pixels using YUV color space are
determined by considering those pixels satisfying all
the above mentioned rules Eq. 6 and 7 and it is
given by:
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Fig. 4: Distribution of Y, U and V components in fire and non-fire regions

Fig. 5: Result of fire pixel segmentation in YUV color space; a) Input image; b) Segmented fire pixels using Eq. 6; ¢)
Segmented fire pixels using Eq. 7 and d) Segmented fire pixels using Eq. 10

RYUV(Xay) - {1(Xi[,)y), R (X,y) =1 Ry, (X,y): 1

otherwise
(10)
Where:
I(x,y) = The intensity of input RGB image at the
location (x, ¥)
Ry = The fire pixel segmented as fire pixel m YUV

color space

Performance in YUV color space: Fire region segmented
using Hq. 6, 7 and 10 is shown in Fig. 5. Tn second row of
Fig. 5, the centre fire region is not segmented as true fire
since centre region of fire 13 at very high temperature
which exhibits white color. Even though the standard
deviation of image (V) involves mmage’s texture feature,
white colored fire center region is not separated as fire
using YUV color space.

Analysis in CTE L*a*b* color space: The International
Common on Illumination (CIE) introduced L*a*b* color
space which is perceptually uniform: that means the
change of same amount of color value should produce a
change of same visual mportance. Two colors which
appear similar to a human cobserver lie very close in the
CIE L*a*b* color space. In this color space one can take
into account of the illummation character of the image.
CIE L*a*b* color space is a device independent because
it is independent of the device which produces and
displays the image.

In CIE L*a*b* color space L* represents the
lightness which indicates the level of light or dark;
a* encodes red and green sensation with positive
value of a* mdicating a* as red color and negative
value of a* indicating a* as an green color; b* encodes
yellow and blue sensation with positive value of b*
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© @

Fig. 6 Input image with L*, a* and b* components; a) Input RGB image; b) L* component of input image; ¢) a*
component input image and d) b* component of input image

indicating b* as yellow color and negative value of b*
indicating b* as an blue color. For analysis in CIE L*a*b*
color space, it i3 necessary to convert RGB-L*a*b* color
space.

Transformation from RGB-CIE L*a*b* color space
results in an irregularly shaped gamut of colors and its
shape is dependent on illumination condition. Although
it has an advantage of color uniformity, the CIE L*a*b*
color space does not have all the colors that a human
being can feel as in XYZ color space.

Therefore, RGB is converted into XY7Z color space
andthen m to CIE L*a*b* color space as shown
inEq. 11-15:

0.412453 035758 0.180423 || R
0.212671 0.71516 0.072169 || G
0.019334 0.119193 0.950227 || B

X
Y= (11)
V4

13 .
- 116><(Y/Yn) -16 1f(Y/Yn)>0.008856, (12)
otherwise

903.3%( Y/ Y, ),

a”= 500 (F(X/X,)-f(Y/Y,)) (13)

b' =200 (£{Y/Y,)-1(Z/Z,)) (14
£(t) = 4, ift = 0.0088356 (15)
70787 xt+(16/116),  otherwise

where, X, Y, and Z, are tri-stimulus values of
reference white colour. The value of L*, a* and b*
components varies from 0-100,-110-110 and-110-110,
respectively.

Rules in L*a*b* color space: [n image analysis, the color
information of the image 1s visualized through three
chamnels 1.e, L* channel, a* chammel and b* channel. To
analyze the chromatic characteristics of fire i L*a*b*
color space, L*, a* and b* planes are separated from the
input image as shown m Fig. 6. From Figure it 1s observed
that L* component 1s higher compared to b* component
and b* component i1s lgher compared to a* component
and hence L* component 1s greater than a* component.
Figure 6 shows the value of L*, a* and b* components at
the fire and non-fire region m the different locations of the
input image. In CIE L*a*b* color space to mcrease the
detection rate and to reduce the false alarm rate the
statistical parameter called mean of the image m L* and b*
plane 1s considered.
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Fig. 7. a) Variation of fire and non-fire pixel intensity in 1* plane along with T* . and b) Variation of fire and non-fire

pixel mtensity in b* plane along with b*

Since fire exists with high magnitude of illumination which
exhibits the condition for the pixels in fire region but not
i the non-fire region. In tlus color space b* plane
encodes vellow color sensation more than other blue like
dark colors. Since yellow 1s one of the major colors mn fire
which, visualizing it through digital camera, leads to the
inclusion of statistical measure in b* plane called b*_, of
the image. Thus 1dea 1s depicted i Fig. 7 and 1t 1s observed
that b* component is greater than b* ., for the fire pixels
and not for non-fire pixels.

The above mentioned observations which are
verified over experiments with images
containing fire regions are formulated as the following

countless

rule:

1, ifL(xy)=b"(x,y)=a"(x,y
RLEM(X’Y)_{O ( )othel("wisez ) e

an

L ifL{(xy)>L,, @mdb (xy)=b",

Rin (X:Y) = {

0 otherwise
(17)
Where:
LA(X, ¥, %
and b*(x, y) = The mtensity of L*, a* and b*
components in the corresponding
plane
Ria(x y)
and Ryn(x,y) = The pixels which satisty the
conditions givenin Eq. 16 and 17
L*mandb® . = The mean value of pixel intensity in

L* and b* plane respectively.
Equation to calculate and L* .., and
b* e 18 given in Eq. 18 and 19

w 1 M -
Lmean = MXNZX=IZY=1L (XBY) (18)
— (19)

M M w
Mx N Zx=12y=1b (X’y)

mean

Fire m L*a*b* color space 1s concluded by using the
following expression:

RLab(x,y)—{l(X’Y)’ iR, (xy) = land R, (x,y) =1

0 otherwise
(20)
Where:
Ry .(x, v) = The segmented fire pixels m L*a*b* color
space
I(x,y) = The intensity of mput RGB image at the

location (%, y)

Performance in CIE L*a*b* color space: In CIE L*a*b*
color space, fire pixels are analysed through the three
channels of color space by taken in to account of
statistical parameter (mean) of the image. The result of fire
pixel segmentation m L*a*b* color space 1s shown in
Fig. 8. Tt shows moderate results compared to other
models discussed. In the fourth row of Fig. 8, white
colored cloud 1s present in the input image which 1s also
separated as fire region using the condition given in
Eq. 20.

Analysis in YCbCr color space: In video and digital
photographic system, YCbCr color space is used as a part
of color 1mage pipeline. In YCbCr color space, ‘Y’ 1s the
luminance, *Cb’ is the chrominance blue and ‘Cr’ is the
chrominance red components. In this color space, ‘Cb’ 1s
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Fig. 8: Segmented fire region using CIE L*a*b* color space; a) input image; b) segmented fire region using Eq. 16; ¢)
segmented fire region using Eq. 17 and d) segmented fire region using Eq. 20

blue minus luminance known as blue difference and *Cr’
1s red minus luminance known as red difference. YCbCr 1s
one way of encoding RGB information but it 1s not an
absolute color space.

In YCbCr color space luminance information can be
separated from the chrominance information. Hence, it can
exhibit real performance when the i1llumination changes.
Chrominance information 1s used in modelling the color of
the fire rather than modelling its intensity. In YCbCr color
space separation between intensity and chrominance is
more discriminatory. Conversion from RGB into YCbCr
color space is linear and it is given as:

Y 02568 05041 0.0979 | R 16

Cb |=|-0.1482 —-0.2910 04392 |G |+|128

Cr 0.4392 -03678 -0.0714 || B 128
2D

The range of “Y” 15 [16,235], the ‘cb’ 15 [16, 240] and
the range of ‘cr” 15 [16, 240].

Rules in YCbhCr color space: To perform analysis in
YChCr color space RGB image is converted in to the image
i YCbCr color space usmng Eq. 21. Fire region is
segmented from the input image in YCbCr color space
using two steps. The first step 13 the segmentation of low
temperature fire flame region and the second step is the
segmentation of high temperature fire centre region. True
fire region 1s obtained by adding the fire flame region and
the fire centre region.

To segment the low temperature fire flame region, Y,
Cb and Cr components of the fire image were separated as
shown in Fig. 9. It 1s observed that the brightness of Y
component 1s greater than Cb component. But in the
non-fire region, Cb component is greater than Y
component (Homg ef al., 2005). Hence, 1t 1s concluded
that Y component is greater than Cb component at low
temperature fire flame region. Very high temperatire exists
at the centre region of fire which exhibits white color. To

2031



Asian J. Inform. Technol., 15 (12): 2023-2036, 2016

Fig. 9. Input image with Y, U and V components; a) Input image; b) Y component of input image; ¢) Cb component of

input image and d) Cr component of input image

=Y Component
= Cb Component
Cr Component

1 2 3 4 5
Fire pixel location

Fig. 10: Y, Cb and Cr components of fire pixels at the fire
centre region

segment the high temperature fire centre region, the
luminance (Y) and chrominance components (Cb and Cr)
are calculated from the fire centre region. This shows that
the luminance component 1s greater than the chrominance
red component (Cr) but it is less than the chrominance
blue compenent (Cb).

To explain this idea many high temperature fire
images are collected from the mternet and their centres are
analyzed. Then bar chart 13 drawn between the pixel at the
centre of the fire at different spacial locations and its
corresponding mtensity as shown m Fig. 10. Whle

segmenting the fire centre, based on luminance, some of
the white colored regions like clouds and smokes are also
segmented from the input image.

To overcome this problem, the texture of the fire
region 1s also considered. Fire and the non-fires like
clouds have different textures. Texture of the fire region
can be defined by the statistical parameters of the image
like mean, median, standard deviation, variance etc. To get
better performance standard deviation of the image in Cr
plane 1s incorporated, 1e., Crstd. All the above
observations can be explained as the following rules:

1 ifYix,y)=>Cb(x,y
R yoncn (X’y) - {0 ( othzjarwise( j =2
1 ifCh(x,v)zY(xv)>Cr(x,
Rvene (X, Y) = {0 ( Y)Other(‘wize) ( Y)
(23)
1 ifCr(x,y) < Cry (24)

Ryepenn (x,y) - {O otherwise

where, Ry(X, ¥), Ryu(X, y) and Ry (x, y) are the pixels
which satisfy the conditions given in FEq. 22-24
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Fig. 11: Samples from an umage set used to find the value of T

[

respectively. ‘T° is constant and the value of ‘t° is
determined by the analysis of the mmage set consisting of
1000 images. Figure 11 shows a few samples from this set.
Furthermore, the images are selected so that fire centre
like colored objects 1s also included in the set. Based on
the analysis conducted on the image set, T wvalue is
selected as 7.4. cr,, 18 the standard deviation of the input

image in Cr plane and is calculated using Eq. 25:

1
Cr, = JM . ZSZIZ::l(Cr(X,y)— Cr,.. )2 (25)

Where:

MxN = The total number of pixels in the input image

Cr(x,y)= The Cr value of the pixel positioned at
location (x, ¥)

Clyem = The mean value of the Cr plane of the input

image and 1s given in Eq. 26

1 M N
Cr,, = MxNZXZIZYZICr(X,y) (26)

Finally, the true fire region (including both low

temperature and high temperature) 13 obtained by using
the following rule:

1(X y) ifRYChCrI(X>Y) =T1or Rycpeg (X, y) =
. landRchcrIII(X=y): 1 (27)

0 otherwise

Where:

Rywe(x. y) = The pixel which is segmented as true fire
pixel in YChCr color space

I(x,y) = The mtensity of the input RGB 1mage at the

location (x, y)

Performance in YCbCr color space: Analysis in YCbCr
color space produces good results than other color
spaces, because it is more robust to the illumination
changes. With the derived set of rules m YCbCr color
space given in Eq. 22-24 and 27, one can classify whether
a given pixel is true fire pixel or not. Figure 12 shows the
result of the fire pixel segmentation in YCbCr color
space.

Figure 12b shows how low temperature fire flame
region 1s segmented from the input image using Eq. 17.
Figure 12¢ shows the high temperature fire centre region
segmented from the mput image which 1s the pixel
common to those pixels satisfying Eq. 18 and 19. At last
the true fire region 1s obtained from the combimation of
both the low temperature fire flame region and high
temperature fire centre region as shown Fig. 12d. Row 1
and 2 of Fig. 12 show high temperature fire with the white
colored fire centre. In such case, the white colered centre
region is not segmented using the condition given in Eq.
22. At the same tume the centre pixels satisfy the condition
given in both Eqs. 23 and 24 and is segmented as shown
in Fig. 12¢. Row III-V of Fig. 12 do not contan high
temperature fire centre for visualization and hence no
pixels are segmented as shown in Fig. 12¢c. Figure 12d
shows the true fire pixels including both low temperature
fire flame and high temperature fire centre.
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Fig. 12: Results observed in YCbCr color space; a) Input image; b) Fire pixels segmented using Eq. 22; ¢) Fire pixels
segmented using Eq. 23 and 24 and d) Fire pixels segmented using Eq. 27

Performance evaluation: The performance of the fire pixel
classifier 1s analyzed by generating different rules based
on statistical image parameters in each color spaces.
Figure 13 shows the result of fire pixel segmentation in
RGB, YUV, CIE L*a*b* and YCbCr color spaces. During
the analysis more than 1000 color images of size 256%256
are used which are totally different from the sets used for
creating the fire rules in each color model. The set
consists of 700 images which contamn flame and the rest is
a collection of the images with fire colored non-fire
objects like sun, apple, red colored car etc. Almost all the
video fire detection systems use RGB color space because
all the visible range cameras have sensors detecting video
i RGB format. Even though mmage analysis n RGB color
space is simple, it is inaccurate in most of the situations.
Also,
background illumination changes since luminance and
chrominance informations are mixed in RGB color space.

it does mnot respond accurately when the

In YUV color space, luminance mformation (Y) 1s
separated from chrominance mformation (U and V). It
does not differentiate fire colored artificial light sources
from fire, even by mcorporating the texture feature using
statistical parameters (Ymean, Vstd). Also, the centre
region of a high temperature fire image 1s not segmented
using YUYV color space Marbach et al. (2006) used static
feature as color and dynamic feature as flickering for fire
detection. Here color-based segmentation is done in YUV
color space that missed centre fire region. In L*a*b* color
space luminance information is separated from
chrominance mformation. By making the use of statistical
parameters (I.*mean and a*mean), it can discriminate fire
and fire-like light sources. But the centre region of high
temperature fire is not segmented (Celik, 2010).

Analysis in YCbCr color space shows better results
than the other color spaces. This can separate both low
temperature fire flame and high temperature fire centre.
Also performance improvement 1s expected since YCbCr
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Fig. 13: Result of fire pixel segmentation in various color spaces; a) RGB; b) YUV, ¢) CTE L*a*b* and d) YCbCr

color space has the ability of discriminating luminance
information from chrommance information. Since without
effect of luminance, the chrominance mformation
dominantly — represents  the  information,  the
chrominance-based rules and the color model defined n
the chrominance plane are more descriptive of the fire
behavior. Celik et al. (2006) used YCbCr color space for
detecting the fire in videos along with the statistical
parameters. But it separates only low temperature fire
flame regions but not the high temperature fire centre
region.

Three different measures were used to evaluate the
performance of fire detection system in various color
spaces. The detection rate is defined as the number of
pixels that are correctly detected as fire color pixels over
the total number of fire pixels.

The false positive rate is defined as the number of
non-fire pixels that are detected incorrectly as fire pixels
over the total number of non-fire pixels. The false negative
rate 1s defined as the number of fire color pixels that are
detected incorrectly as non-fire color pixels over the total
number of fire pixels:

No.of pixels that are

correctly detected

as fire pixels (Ng )
Total no.of fire pixels(N, )

Detection rate(D }(%) = %100

No. of non fire pixels

that are incorrectly
detected as fire pixels(N,; )
Total no. of fire pixels(N, )

False Positiverate({ FP)(%) = %100

No. of fire pixels that
are incorrectly detected
as non fire pixels (an)

: 100
Total no. of fire pixels (N;)

Felse negative rate( FP)(%) =

From Table 2, it 1s concluded that YCbCr color space
has high detection rate, low true positive and low false
positive rate. Since YCbCr color space 1s idle to
illumination changes it can be used for real time fire
detection applications.
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Table 2: Performance of fire pixel segmentation in various color spaces

Color space D %0 FP (®9) TP (%)

RGB 73.42 18.36 3.69

YUV 92.46 3.60 5.95

CIE L*a*b* 96.38 4.55 3.26

YCbCr 99.10 1.28 037
CONCLUSION

Color and texture are the static features of fire that
plays major role in fire detection techniques. Color-based
detection 1s the basic detection step m video fire
detection systems; it 1s be used by almost all the fire
detection systems. Even though the camera is in dynamic
conditions, the color and texture based detection
techniques have been applied. Also, by making the
camera to move, it 1s possible to increase the area covered
by the camera.

The performance of fire image segmentation
technique based on static characteristics 1s analyzed in
RGB, YUV, CIE L*a*b* and YCbCr color spaces. RGB
color space-based segmentation technique is not complex
but its detection rate is very less when the system is used
for outdoor applications. YUV and CIE L*a*b* color
space-based segmentation techmque 1s guaranteed to be
used under different climatic conditions but it is not able
to segment the fire centre pixels. But by incorporating
statistical 1mage parameters i YCbCr color space,
betterment of the fire detection system 1s achieved.
Among all the color spaces discussed, YCbCr color space
effectively segments the true fire region effectively.
YCbCr color space- based technique not only separates
low temperature fire flame pixels but also separates high
temperature fire centre pixels by taking into account of the
statistical parameter of the fire image m YCbCr color space
(standard deviation). The analysis 1s carried out on three
set of images. The first set contains fire. The second set
contains fire-like regions. The third set contains fire
centre-like regions. The results show that YCbhCr based
method can achieve a high detection rate compared to the
other methods. In futire along with the static color feature
dynamic features of fire such as flickering, movement and
growth are also considered.
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