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Abstract: Most of the current sensor devices use general purpose processor which is not primarily designed

to offer the inherent parallelism for event-driven sensor applications. FPGA based event-driven architecture

can handle several events in parallel which removes the timing uncertainty and overhead. Due to random

deployment of sensor nodes in remote areas, nodes are vulnerable to many security attacks related to data
confidentiality, integrity and authentication. With respect to resource constraints of sensor nodes, traditional

security mechanisms are not suitable for wireless sensor nodes. Considering this, a message digest scheme by
using maximum length sequence primitive polynomial approach is presented for FPGA based event-driven
architecture so as to emsure node-level data mtegrity for tume and mission critical tasks. In addition,
configurable serial transmitter and receiver blocks were added to the designed block using which data size can

be configured as per the application scenario. The performance of this scheme is evaluated and compared with

other existing processor-based schemes.
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INTRODUCTION

Wireless sensor nodes are more vulnerable to many
security threats due to the usage of wireless medium. To
withstand the vulnerabilities, security services such as
authentication, confidentiality and data integrity need to
be maintained in each node of the sensor network.
Typically, a sensor node 1s severely constrained in terms
of size, computation capability and energy resources
(Chong and Kumar, 2003, Krasteva ef af, 2011,
Kumar ef al., 2014). One of the most challenging 1ssues in
sensor networks is injection of false data by compromised
nodes. In real-world WSNs, the nodes cannot be assumed
to be trustworthy apriori. Therefore, researchers have
focused on building a sensor node trust model to solve
the problem in message integrity (Vece et al., 2015). Prior
researches have studied different approaches for
achieving message ntegrity in wireless sensor nodes.
Digital watermarking is one of the popular technologies in
wireless sensor network security. This approach can
effectively prevent sensed data being intercepted and
precisely detect whether the data have been tampered
with. But, the digital watermarking model can be refined to
detect the whole data lost (Tariwala et al., 2014). General

purpose processors  offer sequential execution of
instructions and it will not support for inherent parallelism
which 1s required for mission critical applications.
Moreover, protocol stack based execution is always
slower than the hardware based execution. In addition,
processor based sensor nodes bring uncertamnty as it 1s
interrupted by other events any time (Lu ef al., 2014). For
real time mission critical applications, design of FPGA
based sensor node is mandatory. In a larger wireless
sensor network, efficient in-network data aggregation 1s
required in order to save the node level energy and m turn
it will reduces the unnecessary transmissions. This
problem is significant since sensor networks are highly
vulnerable to node compromises due to several integrity
related attacks (Liao ef al., 2013; Okobiah et al., 2014).
Modern FPGA technology is used to solve the current
challenges in wireless sensor networks due to its unique
characteristics. Now a days, FPGA process teclmology
offer optimized platform to carry out new designs with an
enhanced manner. Hence, the FPGAs can provide high
processing capabilities and high-speed acceleration of
algorithms such as security, data compression and
local data processing (Zhang et al., 2010, Sun ef al,
2013, 2012, Dener and Bostancyoglu, 2015). A
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Fig. 1: Block diagram of DCSG and DCSV scheme

programmable ASIC tool support to process complex
algorithms in an efficient way due to its unique
characteristic (Zhang et al., 2010; Sun et al., 2013). In
addition, power performances are often a crucial
constraint in the design of sensor nodes, n consequence
of the wide diffusion of battery-supplied devices as well
as the reliability 1ssues due to lugh clock frequencies
(Dener and Bostancyoglu, 2015). Motivated by
previous research, a maximum length sequence primitive
polynomial approach based message digest scheme is
developed for event-driven architecture. The message
digest scheme uses maximum length sequence primitive
polynomual approach and it 13 implemented on cyclone
II FPGA device.

Experimental procedure: The architecture of the message
digest scheme 1s shown in Fig. 1. This consists of a data
compressor and signature generator module, data
compressor and signature verifier module,
transmitter module, serial receiver module and clock
divider. After sensing the environmental parameters, the
results should be processed and transmitted to the other
sensor nodes. When two sensor nodes are used to
commumcate effectively, ensuring data integrity 1s very
essential.

serial

l. lo

This DCSG and DCSV scheme contains Clock Divider
(CKDIV), Compressor and Signature Generator (CSG),
Serial Transmitter (ST), Serial Receiver (SR) and Analyzer
and Reproducer modules.

Clock divider module: This module is designed in such a
way to control the speed of data transmission and
reception among sensor nodes by a required baud rates
such as 4800,9600,12400 ete. The 50 MHz crystal oscillator
is fed as input to this module and mod 5208 counter is
designed so as to convert this into 9600 Hz using
behavioral modeling. The procedure for conversion 1s
given in Algorithm].

Algorithm1: Module clediv (cin,ck,rst):
Reg[12:0]0 =13°d0;/Tnitial count value
Always(@(cin,rst)

If (rst == inactive)

Q=((Q+1)%e(5208))

Assign ck = Q (Vivaksha Jariwala ef ad., 2014)

End module

In Algorithm 1, cin 15 an input clock and ck 1s an
output clock m the module respectively. Q 13 a 13 bit
counter which counts cin clock values up to the final
count value 5208 for arriving at 9600 baud rate. The most
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Fig. 2: Circuit diagram of MISR

significant bit of 13 bit counter is assigned as output
clock ck. Depending upon required baud rates; the
counter specification can be selected.

Compressor and signature generator module: The data
compressor and signature generator module uses
primitive polynomial p(x) as P(x) = x+x'+x; where+sign
represents the exclusive or operation and it 1s
mnplemented by Multiple Imput Signature Register
(MISR) circuit shown in Fig. 2. Basically, MISR is a
signature generator which accepts data input in a
sequential order and finally produces umque sign for the
whole data. The characteristic polynomial causes an
MISR to generate a maximum length sequence called
primitive polynomial.

In this process, the order of this polynomial is
selected as 3 and the corresponding MISR generates a
sequence of length 2°-1=7. For a primitive polynomial of
order n, the length of the sequence is 2°-1. The q output
of the above circuit is as follows: q[0]" =i[0]+q[1]; q[1]"
i[1+al2]; g[2]" =i[2] + q[0]+q[2]; At the end of 7 cycles,
MISR produces unique sign for the applied input
at time t. The algorithm for C3G module is given in
Algorithm 2.

Algorithm 2: Module CSG (ck,rst,d,t,c.8)

Tnitially set =3 b 100;id=9"b001001 000;t=1b(;c=1"b0x,

Set local variables i=0,k=0;,

always(@(ck,rst)

if(rst== inactive)

Check if (i= =0)& &(t==1"b0)

={d,id};i=i+1;

else if (>=1)&&(I<=T&&(F1°b0))

Perform q[0]" =i[0] + q[1]; q[1T" =i[1] + q[2]; q[2] "= i[2] + q[0] + q[2]:
where + sign represents exclusive or operation. Then, increment
k=k+3;i=i+1;c=1"b0;

else if (i= =8)&&(t==1"b0))

s={z,q};c=1"bl;i=i+1;

else if’ ((i= =N&&({t==1"b0))

i=it1;c=1"bl;

else if ((i= =1M&&(==1"b0))

¢=1°b0;i=0:k=0;

end module

In Algorithm 2, local variable 1 15 used as pulse
counter; k 1s used as control mput for data entry; ¢ 1s
used as valid output indicator and t is used as
transmission over indicator in the module respectively.
During the active reset condition, initial values keep as
such when reset 18 mactive, sensor data and node ID both
are concatenated at first clock interval. Then, the next 8
clock pulses, data input is given in sequential order to
produce unique signature after compression. During the
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Sth clock interval, the signature is appended to whole
mput data and 1t 18 given as input to serial transmitter
module for transmission.

MATERIALS AND METHODS

Serial transmitter module: This module 13 designed in
such a way that it can pack the data at any size. The user
can configure the data size based on the type of
application. Here the data size is chosen as & bits with a
9600 baud rate. For proper synchromzation, 1 start bit and
1 stop bit 1s mserted between each frame. The algorithm
for this medule is given in Algorithm 3.

Algorithm 3: Module ST (ck.s,txd,t,c.rst)
Initially set txd=1"b1;t=1"b0;

Set local variables u=1°b0;v=1°bl;

always@(ck,rst)

it{rst= = inactive)

check if ((u==1"b0)&&{c==1"b1)
txd=1"b0;=1°bl;u=u+l;

else if (L>=1)&&U<=8N&&E(V<=2H&&(c=1"b1))
ted=s[v];uAu+1;v=v+1;

else if ((u==9&&V<=24)&&(c==1"b1))
txd=1°’b1;u=0;

else if ((u==&&V==25)&&(c==1"b1))
t=1’bOu=ut1;

else if ((u==10&&(v==25)&&(c==1"b1))
u=0;v=0;

end module

In Algorithm 3, local variable u 1s used as pulse
counter; v 18 used as control input for serial transmission
(each frame) in the module respectively; t and ¢ are the
same as those of the previous case. Here txd refers
transmit port. Imtially, txd port 1s in high impedance state
place. Before
transmission, txd port must be brought into active low
which indicates that the transmitter is ready for
transmitting data serially under clock control with a baud

and mno such transmission takes

rate of 9600Hz. For one complete frame transmission, the
expected value of v is 24. Once it is reached, once again
txd line is brought into active high state in order to enable
the next frame which 1s to be transmitted and pulse count
variable uand serial transmission control bit v are set into
initial states.

Serial receiver module: This module 1s designed in such
a way that it can receive data frame one by one under the
same clock (used in transmitter side) for proper
synchronization in order to avoid any data losses. Each
sensor node is able to transmit and receive data
bidirectionally like full duplex Before
reception, the port (rxd line) is in high
mnpedance state. The algorithm for this moedule 1s
given in Algorithm 4.

mode.
receive

Algorithm 4: Module SR (ck,R,xd,r,rst)

Set local variables =1°b(y;, y=0;7=1;

if(rst== inactive)
check if ({y= =0)&&(rxd= =1'b0))
y=y+l;

else if (y>=1)&&(y-=8)&&(z==24))
Rlzlrxdiy=y +1,z72+];
else if ((y= =& &(z<=21))

if(rxd==1°b1)

y=0;
else if (y= =& &(z= =25))
=1°bly=y+1;

else if (y==10&&(z= =25))
y=0, =0, =1°b0;
end module

In Algorithm 4, local variable y is used as pulse
counter and z is used as control mput for serial reception
(each frame) in the module respectively; r is a valid output
indicator when one entire frame has been received for
every transmission. Here rxd refers to receive port or pim.
Initially rxd port 1s in high impedance state and no
reception takes place. When start bit is received via rxd
pin, pulse count value is incremented by one. Following
this, under the clock control with a baud rate of 9600 Hz,
the transmitted frame i1s received via rxd pin and
correspondingly z value is incremented. For one complete
frame reception, the expected value of z is 24. Then, the
valid output indicator r 1s set mto logic lugh in order to
indicate that the output that appeared mn port R 1is a valid
one; after that pulse counter control input and wvalid
output indicator are set into the initial states in order to
recelve the successive {rame transmissions.

Analyzer and reproducer module: This module is
designed in such a way that to verify the integrity of the
received frame. To carry out this, AR module has been
designed. The algorithm for this module is given in
Algorithm 5.

Algorithm 5: Module AR (ck,rst,D,r,R n)

Initially set local variables p=3’b100;id[0]=9"b 001001000
id[1]=9°b001001100

n=1"b0; Z=23°b000...0;, I=0; K=3 where I and K are positive integers
if(rst= = inactive)

Check if ((I= =0) &&= =1"b1) go to next step

Check if (R[11:3]==ID[0] || (R[11:3]==ID[1]))

Z=R; I-1+1; else I=0

Check if (I>=1)&&(I==7)), Then perform

P[2]" = p[2] + p[0] + Z[KA2Z]; p[1]* = p[2] + Z[K+1]; p[0]" = p[1] + Z[K]
where + sign represents exclusive or operation. Then, increment K=K+3 and
I=1+1; Also assign P=p

Check if (I= =8) go to next step

Check if (P= = R[2:0]) assign D=F[23:12]; Then, increment 1=I+1; Else
Assign n=1°b1

Check if (I==%), clear I=0; K=3

In Algorithm 5, local variable p is used as initial
MISR value; id[0],id[1] are stored node ID values; n is a
wrong output indicator; Z 1s an 24 bit temporary register;
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T is a pulse counter and K is a message frame counter.
During the active reset condition, initial values keep as
such; when reset 1s mactive, check the r value; If it 1s one,
consider that the R output is a valid one; Then, extract 12
bit node TD from the received frame so as to compare that
1D with the already stored authenticated node TD values
in order to validate the node authentication. Then, the
entire received frame 1s passed mnto MISR circuit which 1s
shown in Fig. 2 in order to generate the new signature in
AR module. Finally, the new signature generated in AR
module 1s compared with the imtial signature value
generated by the CSG module in order to validate the
message integrity. Suppose, this match is not correct, the
wrong output indication bit n is set into logic high and in
turr, the entire received message frame 1s also ignored.

RESULTS AND DISCUSSION

Design and implementation: To develop the algorithms,
we used Verilog Hardware Description Language (Verilog
HDL) and to verify the functionality of the algorithms, we
used Active HDL simulator. To implement these
algorithms on Cyclone II FPGA chips, we used Quartus 11
software and DE2 development boards. The DE2 package
contains all components needed to use the DE2 board in
comjunction with a computer that runs the Microsoft
Windows software. Quartus II 1s a programmable ASIC
support Integrated Development Environment (IDE)
software tool which includes synthesis, RTL viewer, Fitter
and Assembler and SRAM object file generation tool sets.
These tool sets are helpful to process our design so as to
make the design compatible to implement on Cyclone IT
FPGA chips for initial prototype IC design. To develop
the final design block, we applied the top to bottom
design hierarchy. In this approach, the sub blocks are first
designed modeling
approach and its own functionality was verified using
Active HDL simulatoer. Second, the sub blocks are used to
construct the top level design block using structural

individually using behavioral

modeling and its integrated functionality was verified
using Active HDL simulator. The primary mechanism for
modeling the behavior of a design, behavioral modeling 1s
used and to concatenate the design blocks together to
form the top level entity, structural modeling is used. The
simulation settings of DCSG and DCSV schemes are
shown in Table 1 and 2, respectively. The simulated
graphs of DCSG and DCSV schemes are shown m Fig. 3
and 4.

After the functionality verification of DCSG and
DCSV schemes, the design files are processed using
Quartus II synthesizer tool to convert design blocks into

Table 1: Sirmulation settings of DCSG scheme

Rignal name Initial value

id[8:0] 9°b001 001000
d[11:0] 12°b010000010100
ik,c 1’b0

q[2:0],Q[2:0] 3°bl00

Table 2: Sirmulation settings of DCSV scherme

Rignal name Tnitial valuie

n 1°b0

id[8:0] 9’b001001000
r 1°b0

gate level net list which contains gate level components
and its interconnections and then it is applied into RTL
viewer tool. This tool accepts gate level net list as an
input file and produces RTL (Register Transfer Logic)
diagrams as an output which are shown in Fig. 5 and 6.
Then, the gate level net list files of DCSG and DCSV
blocks are applied into fitter and assembler tool which
converts the design blocks to be compatible with FPGA
resources called CLB’s (Configurable Logic Blocks) and
the synthesis reports of DCSG and DCSV blocks are
generated. Then, the pin assignment details of DCSG and
DCSV modules are given as User Constraint (UC) file to
the pin assignment editor tool i order to assign the 1/O
pins of the designed block. Finally, the entire design file
is converted into SRAM Object file (SOF) by using
program device tool which is downloaded into Cyclone 11
FPGA chip placed in DE2 development board shown in
Fig. 7.

Test result analysis: To evaluate the increase in speed
provided by this implementation, execution cycle counts
are compared with the conventionally used integrity
algorithms like SHA-1 and MDS5 with processor based
implementation. In addition, embedded C code for DCSG
and DCSV scheme were also written and executed in
ARMTTDM, MSP430and Atmegal 28 mucrocontrollers in
order to evaluate the speed enhancement that has been
achieved in FPGA based implementation. From this, how
fast a task can be executed can be observed by using the
clock frequency. In addition, the verilog codes for SHA-1
and MD-5 algorithms were also implemented in FPGA so
as to evaluate how DCSG and DCSV scheme is
better than other schemes. As a whole, it 1s
identified that FPGA based inplementation of DCSG and
DCSV module enhances the execution speed when
compare to the processor based solution and it i1s
shown in Table 3.

However, the energy consumption comparison is not
carried out in this study. Because FPGA based sensor
node is mainly for improving timing efficiency to meet time
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Fig. 3: Sunulated result of DCSG scheme
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Fig. 5: RTL view of DC3G block

Fig. 6: RTL view of DCSV block
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Table 3: Number of clock cycles count for different algorithmic implementations number of clock cycles count

ARMTTDM microc ontroller

MSP 430 microcontroller

Atmegal 28 microcontroller

Algorithm based implementation based implementation based implementation FPGA based implemnentation
SHA-1 136 143 189 71
MD-5 128 159 204 84
DCSG and DCSV scheme 96 114 152 53

TREAYTARRERIRNF

Fig. 7: FPGA Implementation of DCSG and DCSV scheme

and mission critical tasks m wireless Sensor Networks
(WSN). When low power consumption is required
simultanecusly with greater speed, emerging low power
FPGAs can be used to extend the lifetime of batteries on
the WSN nodes.

CONCLUSION

This study presents an approach of message digest
scheme for FPGA based event-driven architecture by
using maximum length sequence primitive polynomial
approach which mncorporates DCSG and DCSV modules.
The experimental result demonstrates that the
performance of this approach 1s superior than processor
based solution in terms of speed enhancement for
real-time mission critical applications.
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