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ed sgfead spectrum are the two most used
iqugg. In this research, the clustering of these signals

ures gets the best result which is one of the common
tures features extraction techniques. The selection of
elevant features is the big challenge. Therefore, the main
contribution is to optimize the SS identification based on
clustering techniques by decreasing the number of
features without accuracy degradation which is based on
filters, sequential forward selection and binary
metaheuristic search strategies such as Binary Particle
Swarm Optimization (BPSO), Genetic Algorithm (GA),
bat feature selection (BBA) and hybrid Whale
Optimization Algorithm with Simulated Annealing and
Tournament mechanism (WOASAT). BPSO as awrapper
method is proposed to the optimization as it outperforms
the other techniques in terms of accuracy and selected
features with k-means, k-medoids or HAC.

, the utilization of
de of security by its

of efficient spectrum/utijization. Additionally, there is a
new generation of profhising solutions that implement

wireless radio communication signals like
Software-Defined Radio (SDR), Cognitive Radio (CR)
and Global Positioning Systems (GPS). The first
concern for successful CR and GPS is the signal
identification®, the optimal use of the available
radio-frequency is considered an optimization problem.
The most used and practical Spread Spectrum signals are
Direct Sequence (DSSS) and Frequency Hopping Systems
(FHSS)®!). Some practical use of DSSS is in IEEE
802.11b and IEEE 802.15.4 while FHSS is used in
Bluetooth.
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Feature selection: Dealing with large number of features
generates a common problem which is the curse of
dimensionality™. Therefore, features selection is a hot
research topicl®. GLCM features are employed in satellite
images such as energy, entropy, correlation and contrast
based on their irrelevant®®. Many ways are deployed to
construct a subset of features. Filters have a variety of
evaluation measures such as distance, information,
dependency or consistency. Some of the most used are
mutual information, fisher score, the coefficients such
as pearson’s correlation kendall correlation, spearman
correlation, Chi-square test, relief-f, lasso, minimum
redundancy maximum relevance MRMR, laplacian score
and spectral feature selection SPEC!" 8, Recently filter
method such as LW-index which is proposed as filter with
wrapper method using Sequence Forward Search
algorithm (SFS-LW)®. There are many research
directions for reducing the GLCM features dimension
using filters. Energy, correlation, sum entropy and sum
variance are used in mammograms, based on t-test’” and
based on ROC angular second moment entropy and sum
entropy are selected with an AUC threshold.

With wrapper method, a variety of features subse
selection techniques are used with classifiers
performed by Vanaja and Kumar!*Y!, k-means is the

recall, entropy, stability, internal validity mg
and average mean squared error

networks®™., Many considerations contrg
algorithm like simplicity, stability, numh
features, classification accuracy,
computational requirementst®.
The problem considered in thig

ding is done by
y Binary Phase-Shift
nowadays complex
signals transmit over the
(AWGN) channel, variant
are added from -15to0 10 dB
signal d(t) is generated using
ving a duration t which equals
Itiplied by a pseudorandom

(decrbel) The or
10bitsof-land 1, e
100 chip patterns,

sequence which spreads the Jal
applied by PN-sequence ¢
of 1 and 0s. Then, the o
Binary Phase-Shift Kgyi
carrier wave w,. The
sinusoidal carrier wa

reading is
asequence

ct) (1)

rom a random number
oidal carrier by BPSK to get

ny frequency channels in a
and at a specified time interval
med with Additive White Gaussian
h SNR added from -15 to 10 dB. In
asic signals are generated in a time
e-series lengths N = 1000 samples. For
rspective, a default random number
ATLAB is used.

ormalization: The modulated signals are
d with a scaling factor based on average power
odnorm” function in MATLAB, finally, the
constellation is performed by multiplying the
lated signal by the scaling factor. Normalizing the
als gives them the comparative ability and does not
ake the signal power change with the modulation
cheme.

Features extraction: In case of no prior parameter’s
knowledge, many ways become useless and blind
identification or clustering are taken into the
consideration. The research proposed many statistical
texture features as shown in Fig. 1.

Gray level co-occurrence matrix features extraction
Gray Level Co-occurrence Matrix (GLCM): It is a
method of extracting texture features by second order
statistical. It demonstrates the spatial relationship between
pixels. GLCM achieved better results than other texture
methods'®. The 22 features were proposed in previous

r Second order Gray-Level
Statistical statistics —| Co-occurrence
texture Matrix (GLCM)
features

iR

Gray-Level Run
Length Matrix
(GLRLM)

Higher order
statistics

Cumulants and
Moments

Fig. 1: Proposed textures feature extraction methods
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Table 1: List of the 22 GLCM-based features

Table 2: List of Gray-Level Run L

Features Parameters Features
1 Autocorrelation Amraoui et al.!! 1
2 Contrast: MATLAB 2
3 Correlation; MATLAB 3
f4 Correlation** f4
5 Cluster prominence:[zl 5 -
6 Cluster shadel? 6 w Gray Leyel
7 Dissimilaritylz] 7 High GrayMeveldRun Emphasis (HGRE)
18 Energy: MATLAB* 12
f9 Entropym] ()
f10 Homogeneity: MATLAB | 1 14 34 5678
fl1 Homogeneity[zl 1)1 LCM 0]0]1]0]0]0
12 Maximum probability??! 2 5 1 2\ g0 1]ol1]ofo]o0
f13 Sum ofsquar[elgvariance[14] 21 712 olololzlololo
f14 Sum average
f15 Sum variance*¥ ojojojojrjojojo
16 Sum entropy™*4 5/1|ojojojof1]2]0
f17 Difference variance**! 6fojofojojo|o]O]|1
f18 Differenceentropy[M] 7121oflololololofo
f19 Information measure of correlation 114!
20 Information measure of correlation 21! glojojojojrjojojo
f21 Inverse difference Normalized (INN)[ Run length
22 Inverse difference moment normalized™*! (b) 1 2 3 a4
Jovic et al.™; Haralick!™®"; Amraoui et al.'!; Soh™"!; Clausit™! I > | 2 0
[19] . 142 | 2|2 _1

work, based on GLCM"/. GLCM describes how T
frequently a pixel as the reference pixel has intensit 1 212 ; 2 3
value i is repeated in a specific relationship to vy A EEE 54
neighbor pixel with the intensity value j, separated

I . . / 4 (4] 3]3 4 2
definite pixel distance (AXx, Ay). So, each elemenii, 9)

of the matrix is the number of occurrences of the gai
pixel with value i and a pixel with value j whi
a distance d relative to each other. As input
given, gray level co-occurrence matrix is cal

definite gray level, direction and distance e
pixel that has focus and its neighbor. Th
normalized to obtain the probability gfa
features derived from the GLCM and £a
own equation. To obtain the GLCM fe
the input into eight gray levels togcap
patterns and create the GLC then
framework matrix from input dow by findi
spatial relation between the refeg#nce
add the matrix to its transposg/to mal
normalize the matrix to tunff it_into p

finally, 22 features are deriv, ingit. So,
the features vector contai 1illustrate
these features. Althoughf's ve the same
names, the definiti are not
identical.

Gray Level Run
higher order statjgti

7 features are ay-Level Run Length

Matrix (GLR in Table 2. Then, 4
features extr. ulants (3st, 4st order) and
moments 4GLCM characterizes the
textures Is having same gray level

and contrary G
length occurs for
Fig. 2.

unts how many times that
gray level as shown in

(a, b): Main concept of GLCM and GLRLM

mulants (3st, 4st order), Moments (3st, 4st order):
igher order moments and cumulants provide a statistical
ay to describe the shape of distribution function of a
signal®?y,

Principal Components Analysis (PCA), Kernel-based,
Principal Components Analysis (KPCA) and Fast and
Independent Components Analysis (Fast-ICA): They
are the most common feature extraction methods in blind
source separation. PCA attempts to find uncorrelated
sources, conversely ICA attempts to find independent
sources. ICA is an algorithm that finds directions
corresponding to projections with high non-Gaussian, on
the other hand PCA finds directions accounting for
maximum variance. FastICA is a fixed-point algorithm.

Feature scaling is an affective step prior clustering to
avoid incorrect impact and to simplify the values in the
distance-based methods. Z-score as standardization
method is important because it gives the same
importance to all features and leads to better quality.
(Suarez-Alvarez et al.,?. It scales the features to have a
standard normal distribution with p = 0 and ¢ = 1,
representing the mean and standard deviation from the
mean, respectively. All features are scaled before
clustering. The z-score is calculated with the following
Eq. 2:

Z=(X-wlo @)
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Table 3: Clustering techniques and its parameters

Clustering model Names

Centroid based k-means, k-medoids,

methods C-means, (FCM),
Possibilistic C-Means (PCM),
Fuzzy Possibilistic C-Means (FPCM)
C-means
Subtractive
Hierarchical Agglomerative Clustering (HAC)
Density-based spatial DBSCAN
Model-based A mixture of Gaussians

clustering (GMM)

Table 4: Performance of the candidate feature extraction techniques

First level of accurate
clustering (SNR)

Variables Avg extraction time erge accuracy Best clustering time
GLCM 0.107 0 4 0.004
GLRLM 0.178 -1 0.27 0.008
HOS (Moment, Cumulant) 0.138 2 78.40 0.005
PCA 0.137 2 67.64 0.002
KPCA 0.185 -1 67.73 0.005
FAST_ICA 0.104 10 53.88 0.003

Bold values are significant

Clustering techniques: Unsupervised method has many,
advantages proposed it in SS identification. As, no ne
for complex training step and the process directed by ghe
structure of the data and investigates its characterigficg
Therefore, no need to ground-truth labels to separ
data into clusters. This research applied ten of cl
techniques based on GLCM features which

belonging to multi clustering concept as centy0i
methods, hierarchical clustering, density-h
clustering and model-based clustering.

Features selection techniques: The sel
effective features presents big c
recognition of these signals®!. The
study is to optimize the SS ide

three main techniques, filter,
possible to use hybrid appr;

usually used to analyze intri
any classifier assistance,
and sort then defined
using the classifiers. O

embedded method |
feature selection p,
with the learnin

aysabasicrolein
e feature selection

: ts the used ten clustering
techniques and meters. For all clustering
techniques iterations equals 100. For assessment
reason, the overall accuracy rate is used. It measures the

th the class labels. It is an external measure
success rate Cs which obtains by dividing the

of samples N. The complement of this is called
classification rate. It can calculate using in Eq. 3:

Cs=SIN 3)

Table 4 shows the performance of each method. Last
study identifies the signals with 100% accuracy over
4 SNR using k-means based on two features which are
carrier frequency and estimated bandwidth?,

RESULTS AND DISCUSSION

To find out the appropriate features for accurate
clustering, many feature extraction techniques were used,
although, GLRLM got better level of signals identification
in -1 SNR, it neglected as it consumes much time and has
unbalanced results. KPCA, KPCA and FAST_ICA all
have low average accuracy. GLCM gets the appropriate
result compares with the other techniques. Figure 3 gives
the accuracy of the 10 clustering methods using all the 22
features based on GLCM, in points -15, 10, 5, 0, 5 and 10.
From Table 5, it is noticeable that affinity propagation
takes a long time compared with others therefore it will be
neglected.

Features selection: Selection of the most effective
features are considered as the objective of this researcher.
The feature selection problem generally can be defined as
multi-objective problem that maximize the classification
performance and minimize the number of features?®.
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Fig 4: Subset clustering steps using filters

Table 5: Average time of clustering with all features
Extraction method/Techniques
GLCM features

k-means

Affinity

Hierarchical

GMM

FPCM

C-means

Subtractive

FCM

k-medoids

PCM

DBSCAN

With absance of the
features, the exper
summerized in Tabl

Undefined number gif features: test stochastic number
of features with selective heuristic algorithms

|||||

e clustering accuracy with early signals
hin the 26 levels of SNR. Selecting isolated
not give the absolute accurate best result as
probability to find relation between the features

esearcher. The signal corruption with additive white
Gaussian noise at different SNR, therefore, the subset
constructs from the unique top-ranking feature during all
26 SNR levels. Finally, the subset performance is tested
with different clustering techniques as shown in Fig. 4.

Thirteen filters methods are used which are Relief F,
laplacian score, mutual information (mutinffs), local
learning-based clustering (llcfs), Correlation based feature
delection (Cfs), Unsupervised discriminative feature
selection (Udfs), adaptive structure learning (fsvFS),
concave minimization, Infinite Latent Feature Selection
(ILFS), Adaptive Structure Learning (FSASL)
(lassof®” 281, Dependence Guided Unsupervised Feature
Selection (DGUFS) and Unsupervised Feature Selection
with Ordinal Locality (UFSwithOL)®#*3, Although, ILFS
achieves the highest accuracy, it ranked 10 features as the
top one as shown in Fig. 5. As the fitness measured with
multi objectives optimization problem, the best result is
obtained by best classifier accuracy and the minimum
number of features, the best performance was by LLCFS
which ranked only one feature during all noise levels with
accuracy equals 82.77 as shown in Fig. 6. Table 7 shows
the performance of each filter method. Filter is a fast
method but do not consider the relationships between
variables.
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Table 6: Result of each feature accuracy with the ten clustering techniques

Level of

Features k-means k-medoids HAC C-means PCM FPCM Affinity GMM DB  Subfféctive ccuracy 100%
Avg. accuracy 84 84.4 82.02 7321 7471 8377 8119 7796  65.38 0
of all features

fl 62.58 68.92 5733 6260 6492 6219 6198 66.6 5
2 82.38 82.46 7206 59.73 7435 7558 78.06 54.54 1
3 82.94 82.98 7160 51.73 7413 7477 80.37 55.75 2
f4 82.94 82.98 7160 5173 7413 7477 80.37 55.75 2 98 2
5 82.10 82.23 6098 56.13 73.23 76,54 79.96  69.29 82.23 2
6 82.75 82.77 7479 6375 76.92 7827 8223 61.35 82.77 0
7 83.44 83.48 7748 55.00 7535 77.35 79.58 83.48 1
8 72.75 71.50 6727 5240 66.75 66.48 64.92 72.75 6
f9 68.42 66.65 56.08 57.83 58.96 64.92 56.94 68.42 0
f10 82.38 82.50 63.25 4444 7348 73.96 78.85 82.50 2
fl1 82.37 82.42 69.13 4454 7321 77.04 77.10 82.42 2
f12 72.29 72.63 66.44 50.29 67.12 7092 64.23 72.63 7
f13 77.33 77.37 6129 7346 7312 75.00 65.83 . 77.37 2
f14 77.31 77.37 63.44 7144 7283 7281 65.56 77.31 77.37 1
f15 67.62 67.62 5327 67.71 6742 6448 66.03 67.62 67.71 5
16 69.56 69.21 60.54 5775 63.96 65.08 63.87 69.56 69.56 7
f17 82.38 82.46 7167 59.73 7435 7552 7306 82.38 82.46 1
f18 76.73 75.62 64.46 5152 7031 7194 g8.17 76.73 76.73 4
19 77.81 76.71 6750 5756 7292 74.15 77.81 77.81 3
f20 77.88 77.60 63.75 5746 7329 72.00 77.88 77.88 3
f21 83.67 83.58 7354 4719 7654 80.0% . 83.67 83.67 1
22 82.63 82.63 69.79 5579 7525 79 67.27 82.63 82.63 1

Bold values are significant

oAccuracy @ No.
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Fig. 5: Accuracy of each filtg ger of

selected features

Criterion

hgds

asonably method as classifier
accuracy represents riterion measure and the final
goal. It selects the features that work best with a given

rapper methods are used in searching for the best
wy features, in addition to searching about undefined
Amber of features. Three factors should be specified:
lassifier, feature subset evaluation criteria and a
searching technique. The used techniques are summarized
below:

Classifier: The research uses clustering techniques
direction as listed before.

Feature subset evaluation criteria: As an multi
objectives optimization problem, the best result is
obtained by best classifier accuracy and the minumum
number of feature.

Searching technique: Have many directions varying
between sequential and randomized methods. The
research adopts two direction, sequential and binary
metaheuristic search algorithm.

Find the best two features accuracy

Sequential Forward Floating Selection (SFFS): Trying
all possible subsets with greedy stepwise approaches are
considered as a computationally expensive task.
Therefore, SFFS is proposed. The SFFS starts with an
empty subset, then it adds feature that minimizes the
criterion value. Stop when find the best defined number of
features which achieve the criterion. Misclassification rate
is used as a SFFS criterion without separating test and
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Table 7: Performance of filters methods

Filter Unique top “l
acronym features  k-means k-medoids HAC C-means PCM ity GM DP Subtractive
ILFS 12 83.960 83.88 74.500 80.210 83.62 83.88
RELIEFF 7 80.080 79.96 78.350 77.100 79.06 79.96
MUTINFFS 1 62.620 62.56 57.330 62.600 64.92 61.13
FSVFS 8 83.340 83.56 70.236 80.256 55.43 55.77
LAPLACIAN 2 83.730 83.79 62.260 79.120 55.33 70.63
UDFS 4 81.150 81.67 54.400 80.500 60.60 71.56
CFS 9 82.750 83.21 67.520 80.400 55.09 62.77
LLCFS 1 82.750 82.77 74.790 82.230 64.15 65.36
FSASL 6 72.350 66.48 60.600 64.810 68.94 66.48
LASSO 6 82.310 82.17 70.880 77.690 48.37 53.85
UFSWITHOL 3 81.150 81.67 54.400 80.500 60.60 71.56
DGUFS 10 80.480 79.69 53.600 79.170 56.98 . . 61.04
MCFS 6 80.420 81.69 56.370 80.210 58.2 73" 840 79.52  70.830 57.69
Bold values are significant
Table 8: Parameters of BPSO o Q
Parameter Values 2 PSO
An inertial weight 0.2 jo 10 n
Gloubal learning cofficient 2 B g
Personal learning cofficient 2 L
Population 30 s 'v
Bold values are significant B 04 4 b
2 0 n
Feature subset Clusters 00 e o o o o ° ¢
All features ; Feature 02 T T T T T T T T T
Search (;:;Ztrim? »| evaluation LUST;S x&%& é@& 5 @@\ &Q,é& > \3\‘?9 60?'%&& &"\4‘2‘
criterlon relgta . N {_,@ ¢ QQ) (_O\SQ
A sugffet
igf'9: PSO and SFFS first accurate SNR level
Criterion value
aining sets. SFFS improves the first level of

Fig. 7: Wrapper method for clustering
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Searchingf't aye many directions varying

between seque d¢'randomized methods. The
research adopts twoydyection, sequential and binary
metaheuristic search aldorithm.

identification using FPC and gets 100% accuracy in
-1 SNR. SFFS improves k-means, k-medoids, C-means in
0 SNR as shown in Fig. 8.

Binary Particle Swarm Opimization (BPSO): Argued
to be computationally less expensive than other
evolutionary computation methods, In this research the
accuracy of the 10 clustering methods used as a fitness
measure. Parameters are listed in Table 8.

Comparison Between BPSO and SFFS: Figure 9
presents first level of accurate identification of PSO and
GA. PSO can only enhance DBSCAN to 4 SNR and
subtractive clustering to 0 SNR. The two has same
performance in k-means, k- medoids, C-means and PCM
in 0 SNR.

As the two mathods construct the subset with two
features, the comparision can be made by their accuracy,
Fig. 10 shows thier avarage accuracy. But the
performance of two features does not presents an
equalsifent improvement in accuracy. Table 9 shows the
SFFS and PSO accuracy compared with all and top one
features accuracy. Each of the two methods have
disadvantages, SFFS suffers from stacking in local
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Fig. 11: Comparison between GA and BAT in ter

Table 9: Comparative between one and two feature average gfcufac

PCM Bubtractive

Methods

Variables k-means  k-medoids A Pemdnsg PCM FPCM  GMM  DBSANE  Subtractives
All 83.81 83.40 .02 =4 74.71 83.77 77.96 65.38 69.23
Top accuracy with one feature ~ 83.67 3.45 76.92 80.00 82.23 49.58 67.27
Two features (SFFS) 84.04 8316 72.15 74.88 83.73 69.71 72.56
Two features (PSO) 84.27 1.56 78.60 83.17 80.21 66.23 78.77

Bold values are significant

Table 10: Parameters of GA
Parameters

Size of population
Replacement rate
Crossover rate

Mutation rate

Selection method

Elitism

No. of generation
Selection metjod

Bold values are significant

) and Hybrid Whale
Simulated Annealing
ization of the clustering
performange umber of features. With the
previous fittnes ugfs which aimes to find the
minumum number of sglected features with minumum
misclassification error.

(WOSAT)

binary GA: One of the most advanced algorithms for
feature selection is the genetic algorithm. This is a
stochastic method for function optimization based on the
mechanics of natural genetics and biological evolution.
GA has some advantages such as the ability to manage
data sets with many features and to solve the complex and
non-linear problems and don’t need specific knowledge
about the problem under study. Parameters of the
experiment is showed in Table 10.

Binary bat feature selection: The idea of the Bat
Algorithm (BA) is to mimic the behaviors of bats when
catching their prey. BA was found to outperform PSO,
GA and others heuristic algorithms® *%, using k-Nearest
Neighbor (KNN), Naive Bayes (NB), Decision Tree (DT)
and the Optimum-Path Forest (OPF) classifiers. BA is
based on echolocation behavior of micro bats with
varying pulse rate of emission and loudness. The bats
communicate with each other through the global best
solution and move towards the global best
solution. The initially number of bats is preferred
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Table 11: Parameters of BBA

Parameters y 4 alues

No. of bat 20
Terminated 100 iterations
decrease sound loudness and increase pulse rate » 1

Table 12: Parameters of WOASAT / )~ /

Parameters y 4 N Values
No. of search agents 10
b in WOA 1
Max iteration 100

Tournament selection probability

Table 13: Average accuracy and selected features values obtained from the different opti

WOASAT GA
Accuracy (2 features)

Avg. Avg. Avg. Avg.
Methods features num.  accuracy features num. accuracy SFFS BPSO
k-means 417 83.83 9.230 83.65 84.04 84.27
k-medoids 3.83 77.25 9.080 82.50 83.60 84.83
HAC 5.67 76.08 11.27 68.29 84.21 84.81
C-means 5.67 75.92 9.230 83.90 83.46 74.56
FPCM 4.83 74.75 8.000 83.35 74.88 83.17
GMM 4.33 76.08 9.920 78.90 83.73 80.21
DBSCAN 6.33 75.67 9.650 67. 69.71 66.23
Subtractive 2.50 77.00 11.50 59452 72.56 78.77

flexibility and implementation simplicity

S dependency on parameters: fewer number of

rameters to control, since, it includes only two

ain internal parameters to be adjusted

WOA algorithm smoothly transit between

exploration (search for pray) and exploitation

(encircling prey/bubble-net attacking method)

depending on only one parameter

e Provide good balance between exploration (local
optima avoidance) and exploitation (convergence)
enhance the performance of the searching algorithm

Bold values are significant
to be as half of the number of features in the da . i
Random number were used to initial the value o e
and loudness. Parameters of BBA is shoyled i
Table 11.
Comparison between GA and BBA: From elected
features perspective and as example Fig. the
I ier
SA enhances the exploitation in WOA algorithm by

variation in the selected features numbers
clustering accuracy.
_ The  searching the most promising regions located by WOA
algorithm (Table 13). Then, tournament selection
employment enhanced the exploration in WOA algorithm
which complemented the role of SA (Mafarja and
Mirjalili, 2017). SA is a single-solution metaheuristic
algorithm based on the hill climbing. It beat the problem
of stuck in local optima, SA utilizes a certain probability
Hybrid whale opti i i to accept a worse solution. Table 13 shows the
Annealing and toffrnament: performance superiority of WOASAT compared with GA
algorithm that j and BBA in terms of the selected features.
whales bats is

GA and BBA drawback: GA seems
in computational terms, since,
individual requires building a pr
take a long time to converge, sin
nature. GA consumed a do
implementation of BBA i
many other metaheuristic al

position,  velocity,
frequencies.

location of pr CONCLUSION

current best

and near t . After assigning the best GLCM features can be used in SS signal
candidate £0 agents try to update their identification using clustering techniques as they got the

positions towa
parameters listed in T
such as:

est search agent. WO_A best result. They are the most appropriate technique
12. WOA has good properties compare to another feature’s methods. Dissimilarity and
Inverse difference Normalized (INN) extracted by GLCM
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are the two best features compared to other features with
an average overall accuracy of 83.67, 83.48. They can be
used in identification of the two signals even with a low
SNR as they can accurately clustering the signals in 1
SNR. The best results are obtained with k-means,
k-medoids, C-means and FPCM. Using subset of GLCM
features, filter method cannot reach the appropriate
features for optimization. PSO can propose to the
optimization using HAC and k-means as it outperforms
SFFS, WOASAT, GA and BBA in terms accuracy and
number of features.
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