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Abstract: Cross Diamond Search (CDS) 1s one of the fast search Motion Estimation (ME) algorithm that caters
to the requirement of video coding with relatively mimmal limitations. It exploits the cross centre-biased motion
vector characteristics inreal-world video sequences. The performance of the CDS algorithm is relatively better,
compared to that other of the fast search ME algorithms which use a number of search points and similar picture
quality as parameters. The objective 1s to build a new architecture with high performance CDS wiuch requires
nine Processing Elements (PEs) to obtain the minimum SAD. The proposed architecture was designed to take
advantage of the properties of the CDS algorithm. The study has shown that the CDS algorithm with an efficient
architecture with minimum number of gates suitable for the ME algorithms in video coding standards could
achieve the desired video output. The results observed after implementing comparative performance analysis
have shown that the CDS architecture occupies 23% of logic elements, 1% of dedicated logic registers and
consumes as low as 84.63 mW power when it is implemented using Altera Quartus T FPGA device.
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INTRODUCTION

Motion estimation is the most computationally
mtensive part of wvideo compression and video
enhancement systems. Reducing bit rate in video
compression standards (Tasdizen et al, 2009
Wang et al., 2002; Morrison, 1992; Kuhn, 1999) using
motion estimation concepts by exploiting the temporal
redundancy between successive frames and to enhance
the quality of displayed images in video enhancement
systems by extracting the true motion information. Block
Matching Algorithm (BMA) 1s widely adopted for ME in
real video coding systems because of its simplicity and
overhead. Tn a typical BMA each frame of a video
sequence is divided into a fixed number of non-
overlapping square blocks. For each block in the current
frame, the search for the best matching block 1s made in
the search area of previous frame under a certain criterion:
the best matching is wusually conducted through
calculating the Sum of Absclute Differences (SAD)
between the corresponding pixels in the blocks as
described in Eq. 1:

N-1M-1

SAD(m,n)=3 Y'[CB(i, j)-RB(i+m, j+n}] (1)

i=0j=0

Where:

N=xN = The block size

CB(i,j) = The pixel intensity at the location (i, j) in
the current block

RB(i,j) = The pixel intensity at the location (i, j) in
the reference block

SAD (m, n) = Represents SAD at search position (m, n)

(m, n) = The displacement vector of the MB

SAD 1s the most preferred block matching criterion
because of its sutability for hardware implementation.
Among the BM algorithms, Full Search (FS) algorithm
achieves the best performance since it searches all
search locations 1 a given search range. However, the
computational complexity of FS algorithm 1s very high,
especially for the recently available high resolution and
high frame rate video formats. Several fast search ME
algorithms have been developed for low bit-rate
applications which use small frame sizes and require small
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search ranges. These algorithms try to approach the
PSNR of F53 algorithm by computing the SAD values for
fewer search locations in a given search range. The most
successful fast search algorithms are New Three
Step Search (NTSS) (Li et al, 1994), hierarchical
BMA (Paul and Viscito, 1994), Diamond Search (DS),
(Zhu and Ma, 2000), Hexagon-Based Search (HEXBS)
(Zhu et al, 2002), simplex search (Rehan e al, 1998;
(Al-Mualla et al., 2001) Flexible Triangle Search (FTS).
(Rehan et al., 2005) and Cross Diamond Search (CDS)
(Hao et al., 2012, Cheung and Po, 2002). Fast search ME
algorithms perform very well for low bit-rate applications
such as video phone and video conferencing because fast
and complex movements are seldom 1n these applications.
Analyzing and comparing in various aspects all these fast
ME algorithims has concluded that CDS algorithm
performs less number of search points, 40% speed up
without affecting picture quality. In these fast algorithms,
only selected subsets of search positions are evaluated
using SAD. As a result, these algorithms usually produce
sub-optimal solutions but the computational saving over
FS is significant when it comes to Thardware
implementation. On the other hand, the number of SAD
calculations is not the only criterion for the choice of
motion estimation algorithm. Other criteria such as
algorithm regularity, suitability for pipelimng and
parallelism, computational complexity and munber of gates
which directly affect power consumption and cost of
hardware are also very important. Due to these reasons,
there are several hardware implementations for the Full
Search algorithm (Mohammadzadeh et af., 2005) and
Hierarchal Search algorithm (Wang et al., 2004) which
15 very regular data array architecture.
mnplementations for fast search algorithm such as
three-step search (Tung and Tee, 2004; Seth et al., 2004,
Sarma et al., 2003), Flexible Triangle search (Rehan et al.,
2006) and diamond search (Chao et al, 2002,
Chatterjee and Chakrarbarti, 2010).

The CDS algorithm 1s one of the fast search ME
algorithm preferred for video conferencing applications;
1t uses a small frame size and requires a small search
range, especially m consumer electronic products
(Cheung and Po, 2002; Jia and Zhang, 2004) and
(Zhu et al., 2009). The CDS algorithm generates quality
results close to those of the FS by computing the SAD
values for fewer search locations in a given search range.
They appear to be an attractive solution for developing
the hardware architecture to implement the CDS algorithm.

Many hardware architectures have been developed
for the full search algorithm (Saha and Ghosh, 2007,
Tasdizen et al, 2009; Yap and McCamy, 2004,
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Warrington et al., 2009, Wang et al., 2002; Elhaji et al.,
2013) which has a very regular data array. At the same
time, only a small number of hardware architectures were
proposed for fast search ME algonthms (Chao et af., 2002;
Tung and T.ee, 2004; Rehan et al., 2006, Chatterjee and
Chalkrarbart1, 2010; Tseng et al., 2012). To the best of the
knowledge, no hardware architecture 1s presented for the
CDS ME algorithm.

Therefore, m this study, a lugh performance ME
hardware architecture is proposed for efficiently
implementing CDS algorithm. The proposed architecture
was designed to take advantage of the properties of the
CDS algorithm so that the FPGA implementation
requires a low number of cycles per macro block search
and low number of gates, leading to a fast and efficient

implementation.
CROSS DIAMOND SEARCH ALGORITHM

The CDS is the first algorithm exploiting the
characteristics of the cross centre-biased Motion Vector
Probability (MVP) distribution.

Centre-biased MVP distribution: A search pattern with a
certain shape and size has a significant impact on the
efficiency and the effectiveness of the Search algorithm.
Therefore, the search pattern is important and must be
designed to fit the characteristics of MVP distribution. In
fact, every discovery of the new characteristic of MVP
distribution 1s followed by the upgrading of the search
pattern and the improvement of the search algorithm’s
performance.

The search pattern used in the initial fast BMAs,
such as Three Step Search (TSS) is square-shaped and
the search points are distributed equally in the search
window which is based on the idea that the motion
vectors are distributed with the same probability on each
poit i the search window. In T'SS, mine search points are
uniformly distributed over the current search area of each
step. A further study of MVP shows that the uniform
MVP Distribution Model can not describe the MVP
distribution well and truly. Fast search algorithms
such as the NTSS, Four Step Search (FSS), DS,
HEXBS and Block-Based Gradient Descent Search
(BBGDS) were proposed by exploiting the characteristics
of centre-based MVP distribution.

In centre-biased MVP distribution, =80% of the
blocks are stationary or quasi-stationary. Most of the
motion vectors are enclosed in the central 5x5 area for the
search range of +15 as depicted mn Fig. 1. Based on
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Fig. 1: Average MVP distribution of different video sequences with a search range of £15

this phenomenon in real-world sequences, the NTSS
checks eight more proximate pomts around the centre in
the first step and employs the half-way stop technology
to accelerate the search process the 455 and BBGDS use
the smaller square search patterns and half-way
technology to speed up the process of searching for the
Motion Vector (MV) near the centre. The DS and HEXBS
employ the diamond and hexagonal patters to find the
minimum MV without affecting picture quality.

Several more accurate MVP distribution models are
built upon the detailed statistical data and the analysis of
the MV in the DS, HEXBS and CDS. In the DS, the
statistical data indicate that >50% of the motion vectors
are enclosed m a circular support with a radius of 2 pixels
and centered on the position of zero motion. Moreover,
98% of the stationary sequence is analyzed based on the
statistical data (Seth et al., 2004). In the CDS, the analyses
confirm that the MVs concentrate in some special area
around the centre with different ratios; about 81.80% of
the MVs are found located in the central 5x5 square area
and 77.52 and 74.76% are found in the central 5x5
diamond area and cross area, respectively. The Cross
Centre-Biased (CCB) Model describes the characteristics
of the MVP distribution more exactly so the CDS
algorithm based on it outperforms the other fast BMAs.

The CDS algorithm: The DS algorithm (Zhu and Ma,
2000) uses a Large Diamond Shaped Pattern (.LDSP) and
a Small Diamond Shaped Pattern (SDSP) as shown in
Fig. 2a. As the MVP possesses over 96% CCB
characteristics in the central 5x5 pixel area, an iutial
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Fig. 2: Search patterns used in the CDS algorithm; a)
LDSP and SDSP and b) CSP
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Cross-shaped Pattern (CSP) as shown in Fig. 2b is
considered as the initial step of the CDS algorithm.

The CDS differs from the DS by performing a CCB
CSP and employing a halfway-stop techmique for
quasi-stationary or stationary candidate blocks. The steps
involved in the implementation of the CDS algorithm may
be described as follows:

Step 1 (Starting): From the nine search points of the CSP
located at the centre of the search window, a minimum
SAD 18 found. If the mmimum SAD pomt occurs at the
centre of the CSP, the search ends. Otherwise, it proceeds
to step 2.

Step 2 (Half-diamond searching): Two additional search
points of the central LDSP closest to the current minimum
of the central CSP are checked, 1.e., two of the four
candidate points are located at (£1, £1). Tf the minimum
SAD found in the previous step 1s located m the middle
wing of the CSP, 1e., (1, 0) or (0, £1) and the new
minimum SAD found in this step still coincides with this
point, the search stops. Otherwise, it proceeds to step 3.

Step 3 (searching): A new LDSP 1z formed by
repositioning the minimum SAD found in the previous
step at the centre of the LDSP. If the new minimum SAD
point 1s still at the centre of the newly formed LDSP then
goto step 4. Otherwise, step 3 1s repeated.

Step 4 (Ending): With the minimum SAD point in the
previous step as the centre, a new SDSP 13 formed. The
new minimum SAD point is identified from the four new
candidate points which is the final solution of the motion
vector. The flowchart of the CDS algorithm 18 shown in
Fig. 3.

Analysis of the CDS algorithm: The CDS algorithm
checks only nine (first step stop) and eleven (2nd step
stop) search pomts and it leads to a theoretical speedup
of 25 and 20.5 times as compared to the 225 checking
points used in the FS algorithm. With the introduction of
the CCB motion vector distribution characteristics, it can
facilitate the optimization of the DS to CDS and reduce the
computations sigmificantly, especially for low bitrate
video applications. By tackling the image sequences with
gentle or no motion such as background information that
1s reasonably handled by first-step and small motion, in
which a more accurate estimation 1s accomplished by the
Secind step. On the other hand, the CDS algorithm
performs similar to the DS algorithm when the minimum
SAD pomt falls neither in the centre nor at any points on
the muiddle wing of the CSP. The CDS usually keeps
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Fig. 3: Flowchart of the CDS algorithm

advancing between successive LDSPs by three or five
new points as in the DS algorithm, after it proceeds to the
third or fourth step, if necessary.

The CDS algorithm consumes less mumber of search
points with slightly higher values in SAD compared to
other algorithms. For video conferencing sequences
MissAmerica the CDS achieves 40% searching speed and
3% gain in video quality than the DS. For a relatively
higher degree of motion sequences like Coastguard and
Football, the CDS achieves 25% searching speed with a
slight decrease in the video quality. Figure 4 depict the
performance comparison of the CDS algorithm with other
existing algorithms in terms of the Average Number of
Search Points (ANSP). Figure display the performance
comparison of the CDS algorithm with other existing
algorithms in terms of the Peak Signal to Noise Ratio
(PSNR).
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PROPOSED CDS ARCHITECTURE

Due to irregular search positions, there is no
adequate architecture that supports the conventional DS
and CDS algorithm. The DS and CDS algorithm achieves
lesser number of search points than the Full Search (FS)
and the same PSNR as the FS. This is the main objective,
to propose an architecture that is suitable for the CDS
algonithm, to embark upon wrregular data-flow by using an
mterleaved memory orgamization supporting random
access depending upon the search positions. The general
block diagram of proposed CDS architecture is shown in
Fig. 6.

It consists of a PE array, SAD comparator, current
Macro Block (MB) buffer, search area buffer, address
generation unit and state machine controller. The
hardware finds a MV for a 16x16 MB based on the
mimmum SAD criteria in a search range of pixels (-7, +7)
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using the luminance data. The architecture has nine
processing elements, to calculate the SAD between the
current and reference pixels. On-chip memories are used
to store the Current Block (CB) data pixels and the
Reference Block (RB) data pixels. A set of memory
modules are used to store the reference block data, to
avoid pipeline bubbles due to an irregular data-flow
(Chao et al., 2002; Tseng et al., 2012). The nine search
points of the CSP are calculated in parallel and the results
are sent to the comparator as depicted in Fig. 7. Each
search point receives an index, to 1dentify the position of
this block in the CSP. The comparator finds the lowest
SAD and sends the index of the chosen search points to
the control umt. If the best result was found at the centre
of the CSP, the search terminates.
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Table 1: Portrayal of the FSM controller

States Description of states
01-01 Start search with initial nine points located at the centre of the CSP. If the minimum SAD is at the centre of the CSP, stop the search
01-10 The search enters the next state by adding new search points in the location of (+1, +1) depending on the previous state. Tf' the minirmum
SAD is either (0, £1) or (£1, 0), stop the search. Otherwise, the state changes
01-11 Tt SAD is located at any one of the locations, i.e. (+1, £1) and (0, £2), the search continues with TLDSP (2 or 3 iterations). If the minirmum
SAD is located at the centre retain the state 11
11-01 8DSP is formed based on the minimum SAD centre obtained from the previous state. Tf the minimum 8AD is at the centre of the SDSP,
stop the search. The minimum SAD and position of the MV are stored in the mermory for the purpose of the next block search
CB (8 bits) RB (8 bits)
! ! |
Reset ' )
|C-B|
Register
Fig. 9: FSM controller of the CDS architecrture
v
\ State machine controller: The state machine controller is
e .. . . .
also known as Finite State Machine (FSM) is responsible
< for getting data from the reference and current memory
v and executing the CDS algorithm effectively. The state
Reset Acc machine controller diagram is shown in Fig. 9. The
Acecumulator detailed depiction of a state machine controller is given in
Table 1.
v PERFORMANCE EVALUATION
SAD

Fig. 8: Processing element

Otherwise, the control unit analyses the block index
and decides on half diamond searching, pointing the
mdices (1, +1). The lowest SAD 1s identified at the CSP;
the control unit generates the corresponding motion
vector and position of the MV for this block. If the
minimum SAD is any one of the comer points, the control
unit analyses the block mndex and decides the next step
(forming LDSP) of the algorithm. If the position of the
candidate point is at the centre then the lowest SAD was
found 1n the centre of the LDSP. So, the control unit starts
the final refinement with the SDSP. In the SDSP
calculation, four more candidate blocks are evaluated. The
lowest SAD is identified and the control unit generates
the corresponding motion vector and position of the
motion vector to this block.

Processing unit: The PE is the primary element in the
SAD calculation and consists of the absolute difference,
adder, accumulator and register as illustrated in Fig. 8.
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The CDS algorithm stops the search when the best
match 1s found at the centre of the CSP. It 1s the best case
when only nine candidate blocks are evaluated. This
architecture uses 47 clock cycles to fill the memories and
to start the SAD calculation. The PEs needs 11 cycles to
calculate the SAD of one block. The comparator uses five
cycles to choose the lowest SAD. So, in the best case,
this architecture can generate a motion vector in 16
cycles. In the worst case, 12 clock cycles are necessary to
process the LDSP and SDSP needs only 4 cycles for the
PES and one more cycles to the comparator. The
same 24 cycles are used by the PEs and the comparator.
Both edge and vertex search use the same 34 cycles.

Synthesis result: The proposed CDS architecture is
implemented in Verilog HDL, verified simulation using
Altera modelsim 6.¢, synthesized with synplicity synplify
Pro 8.9 and mapped to an Altera Quartus II with device
family Cyclone T, The proposed hardware research at
360 MHz and achieves 3555 Logic Elements (I.Es) which
15 23% of all the LEs of an EP3C16F484C6 and <1% of the
Dedicated Logic Registers (DLRs) and the power
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Table 2: Comparison of the existing ME hardware architectures with the proposed CDS architecture

Architecture Algorithm FPGA MB size No. of PEs _Search range LUTs, DLRs Frequency (MHz)
Ben Atitallah ef ol (2012) LDPS Stratix I1I 16x16 [-9.9] and [-7, 7] 48491571 136.00

8x16

16%8

8x8 -

Sanchez et al. (2012) DMPDS Stratix 4 l6x16 45 [-64, +6] 34.5K 187.58
Sanchez et al. (2012) DMPDS Virtex 5 l6x16 45 [-64, +6] 56.3K 204.00
Porto et al. (2008) SDS Virtex 4 l6x16 9 [-64, +6] 3541 185.70
El-Ashry ef ad. (2001) FTS Spartan 3 16x16 16 [-16, +16] 6320 55.80
Proposed CDS Cyclone IIT 16x16 9 [-7. 7] 3555 Les114DLRs 360.00
Table 3: Performance analysis of the CDS architecture synthesized using REFERENCES

synopsis design compiler

Algorithm CDS
Number of PEs 9

Search range 31=31

Block size 16x16

Total area (um®) 6529

Total dynamic power 1084692 W

consumption 1s 84.63 mW. The CDS FPGA results were
compared with those of the existing architectures and are
given in Table 2. The CDS 1s the fastest one among the
compared designs and it uses less hardware resources
than the other solutions, reaching the highest throughput.
The CDS architecture synthesized by the Synopsis
Design Compiler occupies a combinational area of
3730.27 pm’, a non-combinational area of 2798.8 pm’,
making up a total area of 6520.12 um? and it consumes a
total dynamic power of 108.4692 pW as shown in
Table 3.

CONCLUSION

The CDS hardware architecture has been proposed,
due to its property of centre-biased motion vector
distribution. The software analyses show that this
algorithm can drastically reduce the mumber of SAD
operations with a very minor degradation in the video
quality. The synthesis results showed that the designed
architecture can achieve a high throughput with low
hardware resources. The presented architecture 1s able to
run at 360 MHz in an Altera Quartus II with device
family Cyclone TT1. The proposed CDS architecture is
umplemented using 3555 LEs (23%) and 1% of the DLRs
only. Consequently, the proposed hardware can support
higher frame rates compared with the other designs. In
addition, the hardware requirements are comparable with
those of other algorithms which make the proposed
design more efficient in terms of power consumption. The
proposed CDS architecture is also synthesized synopsis
design compiler and it consumes 108.4692 pW total
dynamic power.
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