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Content Based Image Retrieval for CT Images of Lungs
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Abstract: In this study, researchers present Content Based Tmage Retrieval (CBIR) System for Computed
Tomography (CT) images of lungs. When a query image is given to the system, the system will retrieve the
mmages which are similar to the query image from a database of cancerous and non-cancerous mmages. In CBIR
Systems, the visual contents of the images in the database are extracted and stored as feature vectors to form
a feature database. The Gray Level Co-occurrence Matrix (GLCM) parameters and statistical parameters are used
to form the feature vectors. The parameters which are most relevant for retrieval process are found by artificial
neural network classifier. Sinilarity measure plays an important role in CBIR Systems. The similarity
comparison 18 done by different distance measures like Euclidean, Cityblock, Chebychev, Tversky,
Manhattan, Canberra, Bray-Curtis, Squared Chord and Chi Squared. They calculate the similarities
between the query image and images in the database. Different similarity measures have different effects
i an Image Retrieval System. It 1s important to find the best similarity measure for CBIR System. The
performance of the system 1s evaluated by Precision Rate (PR). The maximum retrieval rate obtaned for
cancerous images is 95% by GLCM parameters contrast and dissimilarity with modified Bray-Curtis
distance.
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INTRODUCTION

Lung cancer 15 the leading cause of cancer deaths n
both women and men. Computer-Aided Diagnosis System
is very helpful for radiologist in detection and diagnosing
abnormalities earlier and faster than other screemng
programs. The computer aided diagnosis 1s a second
opimon for radiologists before suggesting a biopsy test
(Muller et al., 2004; Quellec et al., 2010). Researchers
developed a content based image retrieval system which
helps radiologist m identifying suspicious images by
providing a visual comparison of a given image to a
collection of similar images of known pathology
(Bulo ef al., 2011, Welter ef al., 2012; Wong and Hsu,
2006). Few works based on content based unage retrieval
have been reported in the literature. Lam et al. (2007)
developed a CBIR System based on Haralick, Gabor and
Markov features. The distances used are Euclidean,
Manhattan and Chebychev distances. The retrieval rate
obtained is 88%. Wei et al. (2009) developed a CBIR
System for mammogram images and the retrieval rate
obtained 18 82%. Wei et al. (2012) proposed a CBIR
Systemn based on Zermke moments for retrieval of
mammogram images. The shape feature like compactness,
fractional concavity and speculation index are used
as features. The relrieval rate obtained 1s 90%.

De Oliveira et al. (2010) proposed a CBIR System
using breast density patterns. The average precision rate
15 90%.

MATERIALS AND METHODS

The mnages are collected from a database of Lung
Image Database Consortium (LIDC) and also from reputed
hospitals. CT images of 180 patients are collected
including both men and women. The average age of the
patients considered 15 64.2 years (age of the youngest
patient is 18 years and the oldest patient is 85 years).
Figure 1 shows the CBIR System used in this study.
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Fig. 1. CBIR System
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Feature extraction and feature selection: Feature
extraction 1s the basis and most mmportant component of
the CBIR System (Chun et al., 2008). GLCM features
and statistical features are extracted from the images
(Mabrouk ef al., 2013). The GLCM features extracted are
energy, entropy, dissimilarity, contrast, inverse difference,
correlation, homogeneity, autocorrelation, cluster shade,
cluster prominence, maximum probability, sum of squares,
sum average, sum variance, sum entropy, difference
variance, difference entropy, information measures of
correlation, information measures of correlation, maximal
correlation coefficient, Inverse difference normalized and
Inverse difference moment normalized (Albregtsen, 2008,
Kinoshita et af., 2007, Al-Kadi and Watson, 2008,
Huang and Dai, 2003, Caicedo et al., 2011). The statistical
parameters extracted are mean, standard deviation,
skewness and kurtosis. The features which are relevant
for retrieval are found by giving the parameters to
classifier and finding the classification accuracy. The
classifier used 1s artificial neural network classifier. The
back propagation network with a new training function is
used for classification (Park et al., 2004). Tn the training
function, each variable 18 adjusted according to the
gradient descent with momentum given by:

dX =3.5xmex dX] 1 - dpref (1)

. prev + Irx {1 — me)x mex %
Where:
dXprev = The previous change to the weight or bias
me = Momentum constant
Ir Learmng rate
dperf The derivative of performance with respect to
the weight and bias variables X

The classification results show that the relevant
features from GLCM are autocorrelation, contrast,
correlation,  cluster shade, cluster prommence,
dissimilarity, energy, entropy, homogeneity and sum
variance. The relevant feature from statistical features is
skewness.

Similarity measures: Selection of similarity measures has
a direct impact on the performance of a CBIR System
(Arevalillo-Herraez et ai., 2008). The retrieval result 1s not
a single image but a list of images ranked by their
sinilarities with the query image. The sunilarity measures
used are:

Euclidean distance: Euclidean distance between two
umages 18 the square root of the sum of the squares of the
differences between the feature values. The Euclidean
distance E(p, q) between points p and g, 1f p = (pl, p2, ...,
pmyand q={(ql, g2, ..., qn) is given by:

n

E(p. @)=, (p.—q.)’ 2)

i=1

Manhattan distance: The Manhattan distance between
two images is the sum of the differences of their
corresponding features. The Manhattan distance M(p, q)
between peints p and g, if p = (pl, p2, ..., pn) and
q=1(ql, q2, ..., qn) 18 given by:

M(p, q):JZfllp, -q, 3)

City Block distance: The City Block distance CB(p, q)
between pomts p and g, if p = (pl, p2, ..., pn) and q = (ql,
q2, ..., qn) is given by Mukhopadhyay et al. (2013):

CB(p, q):anlpl —q ()

Chebychev distance: The Chebychev distance CH(p, q)
between pomts p and g, if p = (pl, p2, ..., pn) and q = (ql,
q2, ..., qu) 18 given by:

CH(p, @) = max|p; (5)

Tversky distance: The Tversky distance TD(p, q)
between points p and ¢, if p = (pl, p2,..., pn) and q = (g1,
q2,..., qu), 18 given by:

pl B ql
(p, —q;)+ 2(min(p,, 1 q; )+ Z(min(l - p,, q,))
(6)
Canberra distance: The Canberra distance CD(p, q)
between points p and g, if p = (pl, p2, ..., pn) and
q="(ql, g2, ..., gqn) is given by:

TD{p, q)=

e, -3 Pl %)

b +al

Bray-Curtis: Tt is a statistic used to quantify the
compositional dissimilarity between the two sets. The
Bray-Curtis distance BC(p, q) between pomts pand g,
ifp=(pl,p2, ...pn)and q=1{(gl, g2, ..., gn), is given by:

BC(p, q)—ﬁgi - 2; ()
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Chi Squared distance: The Chi-Squared distance CS(p, q)
between points p and g, if p = (pl, p2, ..., pn) and
q=1(ql, g2, ..., gqn) is given by:

cs. =3 (Vo V&) ©)

Squared Chord distance: The Squared Chord distance
SC(p, q) between points p and q, if p= (pl, p2, ..., pn) and
q=1(ql,q2, ..., qm) 1s given by Cai ef al. (2000).

(10)

SC(p,q):i(JE*Jq_l)z

RESULTS AND DISCUSSION

The retrieval results of 10 GLCM parameters namely
autocorrelation, contrast, correlation, shade,
cluster prommence, dissimilarity, entropy,
homogeneity and sum variance and the statistical
parameter skewness using different distance measures are
analyzed. The performance is measured by precision rate
(Ayyachamy and Mamivannan, 2013). The Precision Rate
(PR) or retrieval rate 1s given by:

cluster
energy,

Number of relevantimagesretrieved

Precisionrate = - -
Number of imageretrieved

(1)

The results show that FEuclidean, Cityblock,
Chebychev and Manhattan distance give the same
precision rate for the parameters. Squared Chord and
Chi-Quared distance also give the same precision rate
for the parameters. So, the comparison is done between
Euclidean, Squared Chord, Canberra, Bray-Curtis and
Tversky distances. The retrieval rate for skewness is less
compared to GLCM parameters. The maximum retrieval
rate of 92.5% 1s obtamned for contrast and dissimilarity by
using Bray-Curtis distance. The performance of the five
distance measures are shown in Table 1.

The retrieval rate 1s increased to 95% by modified
Bray-C urtis distance. The modified Bray-Curtis distance
is given by:

)2

MBC(p, q)= Z(I’fiqlz (12)
i=1 (pl +q;

The query image 1 and the retrieved images for
contrast using modified Bray-Curtis distance is shown in
Fig. 2 and 3 (for clarity only six retrieved umages are
shown).

388
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Fig. 2: Query image 1

Fig. 3: Retrieved mmages of query image 1 with contrast
by modified Bray-Curtis distance. a) Tmage 98, b)
image 69, ¢) image 100, d) image 94, e) image 97
and 1mmage 23
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Fig. 4 Query image 2
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Fig. 5: Retrieved images of query image 2 with
dissimilarity by modified Bray-Curtis distance. a)

Image 15, b) inage 36, ¢) unage 43, d) image 65, ¢)
image 60 and f) image 97
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Table 1: Performance of different distance measures
Average precision rate (%)

Distance measure

Euclidean 88.0
Squared Chord 86.5
Canberra 89.5
Bray-Curtis 92.5
Twversky 91.0

The query image 2 and the retrieved images for
dissimilarity using modified Bray-Curtis distance is shown
mFig. 4and 5.

CONCLUSION

In this study, content based image retrieval system is
proposed which helps in computer aided diagnosis for
lung cancer. The GLCM parameters and statistical
parameters are used as feature vectors for retrieval
process. Out of 22 GL.CM parameters, the relevant 10
parameters are selected artificial neural networlk classifier.
Skewness is the statistical parameter selected by the
classifier for retnieval. Compared to GLCM parameters, the
retrieval rate of statistical parameters are less. For
retrieving cancerous images the average precision rate
obtained is 95% with the parameters contrast and
dissimilarity using modified Bray-Curtis distance.
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