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Abstract: This study attempts to state that statistical signal processing treats signals as stochastic processes.
It deals with the statistical properties to process signals and extract sigmficant features. Being a versatile feature
extraction method, it 15 also used in different areas such as natural language processing, bio-signal processing
and sonar. In this research, it has been examined that the Facial Electromyography signals (FEMG) are
processed by applying the statistical features in order to extract features for categorizing six emotions namely,
happy, fear, neutral, sad, disgust and anger. Twenty subjects have taken part in this experimental study. The
statistical features namely, kurtosis, skewness, moment, range, median absolute deviation and mean have been
used to derive the significant features. Six emotions have been identified by applying the statistical features
as input to neural network models. There are four neural network models namely, Cascade network, Elman
network, Layered recurrent network and feed forward network have been used and compared to identify an
efficient network for emotional identification. The performances of the networks m 1dentifying the six emotions

were in the range of 87.56-98.33%.

Key words: Facial electromyography, statistical features, elman neural network, feed forward neural network,
cascade neural network, layered recurrent neural network

INTRODUCTION

Emotions are mnate and discrete to specific event or
condition. Emotional experience varies from person to
person in same situations at variable instances of time.
Emotional collaboration is the foremost quantity which
deals with social communications in persons. It explicitly
lies on facial muscle movements. It has also been defined
as a critical state that comparatively relates to a specific
occurrence (Westerink ef al., 2008). Studies on emotions
were improved considerably over the years on various
arenas, subsidizing to different fields comprising,
medicine,  history, neuroscience,  endocrinology,
sociology etc. The functioning emotions are principally
termed as arguments in bi-coordinates emotional area. It
consists of emotional arousal factor and valence factor.
Valence factor indicates the overall strength of emotional
capabilities ranging between negative and positive,
whereas arousal factor denotes emotional strength
between calm emotion and excited emotion (Lang, 1995).
Various possibilities have been discovered by the
researchers to endow emotional skills in computers for
Human Computer Interaction (HCI). Hence emotional
recognition system could be entailed in existing
environment which is trustworthy, perfect, simple and
pliable by nature.

FEMG is an electromyography technique that
measures the activity of facial muscles by detecting and
amplifying the tiny electrical impulses and they are
generated by the muscle fibres when they are in contract.
FEMG primarily focuses on two major muscle groups in
the face, the corrugator supercilii group 1s associated with
frowning and the zygomaticus major muscle group
which 1s associated with smiling. Inorder to detect the
facial emotions accurately, scientists endeavour the
accomplishment of a purpose on FEMG (Chen and Huang,
2000; Chen and Chung, 2004). Facial expressions are
comparatively  efficient with  other nonverbal
communications like body posture. Facial expressions
seem to be lughly inspiring sensations that focuses to
sentient (Zuckerman et al., 1986). Facial lexes and speech
systems based on emotional recognition were also
described in the earlier studies. Researchers around the
world have developed several techmiques related to
sensors such as Electro Encephalo Gram (EEG), heart rate,
skin conductance, respiration rate and EMG signals
(Wagner et al., 2005, Wang and Guan, 2006). FEMG helps
to identify the emotional reactions from the face when
compared to other physiclogical signals. Six different
emotional conditions namely, happy, anger, fear, disgust,
sad and neutral have been used in this study. Statistical
parameters namely, median absolute deviation, mean,
range, skewness, moment and kurtosis parameters and
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neural networks namely, Cascade neural network, Feed
forward neural networlk, Elman neural network and layered
recurrent neural network are used. The investigation
supports the related work which 1s illustrated in Part 2.
Part 3 examines the FEMG data collection techniques,
pre-processing methods and feature extraction technique.
Part 4 demonstrates the experimental outcomes. The
discussions on the methods with the certamn inferences
are illustrated at the end of this research.

Previous work: Emotions are highly independent and
explicit to an mdividual occurrence or state. All
individuals do not experience the same emotional strength
to similar situations. Experiments deal with EMG
techniques which was started in 1666. Rigas et al. (2007)
used the classification algorithms namely, Random forest
classifiers and K-Nearest Neighbour (K-NN) for
happiness, disgust and fear. They designed an emotion
recognition system and obtained the recognition rate of
69% for these emotions. Wong et al. (2010) used the
emotional features namely, sadness, anger, pleasure and
jovy, derived the highest recogmtion rate of 89.25% with
the particle swarm optimization of synergetic neural
classifier. Yang and Yang (2011) derived the recogmtion
rates of 91.67% for happiness and disgust by using SVM
and back propagation network. A fuzzy C-means classifier
is used to emotions namely, rest, smile, frown, rage and
pulling up eyebrows was proposed by Hamedi et al.
(2011). Principal component analysis and higher order
statistics were adopted by Jerritta to design a technique
for categorizing the emotions from the facial EMG signals.
Kim and Andre (2008) identified 4 emotional conditions
namely, anger, sad, pleasure and joy achieved 95% by
using extended LDA classifier.

Gibert ef af. (2009) analyzed the FEMG signal with a
sampling frequency of 25Hz and obtained the mean
recognition rate of 92% for six emotions. Paul ef al. (2014)
analyzed the FEMG signals with a sampling frequency
of 250 Hz. Classification and regression tree, Linear
discriminant analysis, self orgamzing, ap and naive bayes
classifiers were used for negative emotions like sadness,
fear, surprise and stress by Cohen et al. (2003) by using
a sampling frequency of 30 Hz. Shih et al. (2013) used a
sampling frequency of 100 Hz to analyze the FEMG
signals. They used 3 databases namely, Colm-kenade
database, MMI database and 1ab078 database obtaining
an average accuracy of 89%. Literature review reveals
that very few studies on neural networks have been
experimented on identifying emotions from FEMG signals.
This study proposes to use for both static and dynamic
networks to provide a novel approach in emotional
identification.
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MATERIALS AND METHOD

Femg signal acquisition: Emotions can be stunulated
either through visual, audio-visual and recalling former
emotional incidents or with audio clips Y (Daabay, 2002,
Hongo et al., 2000). The audio-visual method 1s used for
inducing emotions in this experimental study. FEMG data
are recorded with the help of an analog digital instrument
bio-amplifier. Faces of subjects are instructed to remove
makeup for better signal detection, five gold plated
electrodes are used and placed on the locations such as
depressor anguli oris, Corrugator supercilli, Levator
muscle labii superioris, Orbicularis oris muscle and at the
reference point as shown in Fig. 1. The facial muscles are
chosen to detect activity from the regions as described
below (Massaro et al., 2000):

Corrugator supercilli muscle 1s chosen which moves
from the eyebrow to the middle end and down
Levator labii superioris muscle shrinks the nose,
enlarges nasal divisions and uplifts the upper lip
Orbicularis oris muscle restricts the skin around the
eve

Depressor anguli oris muscle controls over the size
and shape of the mouth openings

The sampling frequency of the FEMG signals is
chosen as 200 Hz. Audio-visual clippings from the movies
modelled by Tomarken et al. (1990) have been selected to
invoke the six emotions. Eleven males and nine females in
the age group of 18-50 years volunteered as subjects for
the experiments. FEMG signals are recorded for all the six
emotions namely, happmess, anger, disgust, fear, sadness
and neutral. Separate audio-visual clips are used for each
emotion. Ten trials are recorded for each emotion per
session. Data from two sessions are collected. Subjects
are given a break for 20 min in-between the recordings. A
notch filter 13 applied during the recording process to
remove power artifacts.

Spectral analysis estimation: A spectral analysis using
short time fourier transform 1s conducted to reveal the
frequency of the signals for the six emotions as shown in
Fig. 2 the spectrum shows that all emotions have a
frequency range below 10 Hz. Using chebyshev filter the
signals are bandpass filtered with a band length of 1 Hz.
Ten segments are used with bands ranging from 0.1-10 Hz.

Statistical feature extraction: Six statistical algorithms
are applied to derive the statistical features which are
detailed as:
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Fig. 2: Spectral analysis of the six emotions for subject 4: a Anger; b) disgust; ¢) fear; d) happy; e) neutral and f) sad

Mean: This statistical parameter computes the average
rate of the FEMG signal. The formula used for the
estimation of mean:

T
n,=1/TY 2, (1)
b=l

where, Z, b =1, 2, 3, ..., T is the raw FEMG data; T is
denotes size of raw FEMG data.

Median absolute deviation : This parameter evaluates the
mean absolute deviation value of the signal which is the
average value of total variations of each data in signal. Tt
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sets along with the average of all the data contaming
in that particular signal. Extraction of the median
absolute deviation 1s done either using median or mean.
The reason of median is opted is for the summation of
group deviation when observed from median 1s least on
ignoring the signs. The equation used for calculation:

Y |z, - MD)|
T

(2

where, T is indicates size of the raw FEMG data 7, = 1, 2,
3, ..., T 1s the raw FEMG data mdicates the median of the
signal.
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Range: The sign variation of the highest and lowest data
in the signal set is referred as the signal range.

Moment: Principal moment of order k of a signal 1s:

x, =E(b—uy (3)
where, E(b) 1s the estimated value of b which 1s the
dimension of the mid probability function.

Skewness: The standardized forms of third and fourth
term are skewness and kurtosis . The asymmetry degree of
a circulation is about their average is symbolized by
Skewness which describes the distribution shape. It
represents also the third central moment of X, divided by
the cube of its standard deviation. The formula for
calculation:

Skewness(v,") = i % )
h=1 —1)C

Where:

W, = The average

0, = The standard deviation of the pre-processed signal
Z,

T = Represents the size of the imtial value of FEMG
signal

Kurtosis: The degree of comparative immensity at the
end of dissemimnation i comection to the normal
dissemination is referred to as laurtosis. Tt also represents
the fourth central moment of X, divided by fourth power
of its standard deviation. The equation used:

Kurtosis(u, ™) = i%{% (5)
n=1 - Gm

Algorithm for Statistical Feature Extraction

Set the Initial Parameters as follows:

1. Set the window size =% * (sampling frequency) as per Nyquist Criteria.
2. Apply Chebyshev filter to the frequency bands.

3. Restrict the number of bands to 10 based on the spectrum analy sis.
Input:

1. For each emotion, (h =2000 data samples) are given as input to the
feature extraction algorithm

2. Find the transpose ¢ht=h") of the input signal.

3. Calculate the rows and columns as [ml nl] = size (ht) of each input data
file.

Process:

. Calculate the median absolute deviation: (mad (v1)) of the input samples.
. Calculate the range: range (¥ 1) of the input samples.

. Calculate the mean: mean (¥1) of the input samples.

. Calculate the moment: moment (¥ 1, 10) of the input sarmples.

. Calculate the skew: skewness (v1) of the input sarnp les

. Calculate the kurt: kurtosis (y1) of the input samples.

. Repeat the process until the row value of the data samples are met
Output:

1. 120 features are extracted as output comprising of 20 values for each of
the statistical features

e Y N N N

namely, median absolute deviation, range, mean, moment, skewness and
kurtosis for the six emotions namely anger, disgust, fear, happy, neutral and
gad for all the 20 subjects.

Neural network based emotional identification: One static
and three dynamic neural networks are compared to an
efficient neural network algorithm for emotional
identification. The static Feed Forward Neural Network
(FFNN) 13 a robust model that was developed in the earlier
times and there 1s no feedback among the ndividual
layers. FENN applies a supervised learmng technique and
15 also known as back propagation networks. Back
propagation algorithm involves in two phases namely, the
forward and the backward phases. In the forward phase,
the network parameters are fixed and the input signal is
propagated through the network layer and it also
computes the error signal. Tn the backward phase, the
error sighal is propagated through the network in
backward direction and the adjustments are applied to the
parameters of the network so as to reduce the error. The
traimng function used i FFNN algorithm 1s ‘tramlm’
which 1s a network traiming function that updates weight
states according to levenberg-marquardt
optimization.

The dynamic Elman Neural Network (ENN) comprises
with four layers namely, input layer, output layer, hidden
layer and context layer (Hema et al., 2008). Tt is also called
as feedback neural network because it has extra feedback
connection from the output hidden layer to input through
context layer. Tt adds the ability to learn the temporal
characteristics of the data set. The context layer in thus
network stores the previous state of the hidden layer

and bias

which helps in mmproving the classification rate and the
training time of the network when compared to feed
forward networks.

Cascade Forward Network (CFNN) includes weight
connection from the input layer to each layer and from
each layer to the consecutive layers. It also uses the back
propagation algorithm for updating weights and each
layer of neurons relates to all the previous layer of
neurons (Hema, 2010). The training function used in
CFNN algorithm is also “trainlm’.

Animproved version of elman network 1s the Layered
Recurrent Neural Network (LRNN). Each and every layer
in this network has a feedback loop, with smgle delay
except the last layer. LRNN uses bayesian regulation of
back propagation algorithm and it has an arbitrary number
of layers to have arbitrary transfer fimetions in each layer.
(Paulraj et al, 2009, Hema et al, 2012, Hema et al.,
2009).

Data from twenty subjects are analyzed and networlss
are developed for each subject data and 80 networks are
modeled to mvestigate the best network model for
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emotional identification. A total of 120 features are given
as mput to each network. All networks are designed using
120 input neurons, 3 output neurons and 15 hidden
neurons. The hidden neurons are chosen by trial and error
process. 75% of the data set is used for training and 100%
of the data set 13 used for testing the networks. The
testing and training error tolerance are fixed as 0.05 and
0.0001 respectively.

RESULTS AND DISCUSSION

The classification performance of the network model
chosen 1n this study 1s illustrated graphically m Fig. 3.
Comparing all the network models, LRN achieved the
highest classification accuracy of 98.33% for subject 4.
The LRN model has recurrent connection with a tap delay
associated which allows the network to have an infinite
dynamic response to tiune series mput data. It also uses a
backpropogation learming algorithm which uses gradient
descent method to update the weights in order to minimize
the loss function.

Out of the 20 subjects who participated in the
experiment, eleven were males and nine were females.
Comparing the overall performances of all the 80 network
models, the highest accuracy was achieved by CFNN
network for all subjects except subject 3 and the
recognition accuracy varied from 80.83-97.58%. It was also
observed that among the 20 subject data, the data of
subject 4 has the highest classification performance at
98.33% (LRN), 97.58% (CFNN) and 94.5% (FFNN).

From the empirical results, it is observed that the
study among the four network models using statistical
features, the CFNN network has better recognition rates
for the six emotional states. It is also observed that male
subjects had comparatively better recognition rates in
comparison to females. The age of the subjects did not
play a vital role in improving the recognition rates. The
experimental results validate the feasibility of recognizing
emotions of individual using FEMG signals and neural
networks. In previous research, studies on FEMG using
the six emotions namely, anger, surprise, disgust,
happiness, sadness and neutral with gaussian model
classifier, the lighest classification accuracy obtamned is
92% (Gibert et al. 2009). For EEG studies using six
emotions namely satisfied, surprise, happy, sad, fear
and angry and with the SVM classifier the highest
classification accuracy obtained 15 75.17% (Latha ef al,,
2013). Hence, it is observed that the results obtained in
the study are comparatively higher than the other studies
conducted on six emotional states.
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Fig. 3: Comparison of classification accuracies of the four
network model for 20 subjects

CONCLUSION

Recognizing emotions by F EMG signals have drawn
recent attention. FEMG analysis is a well-thought and
delicate method for analysing the individual’s emotional
condition. Anyhow, it has drawbacks for some real life
claims due to impact of the parameters affecting the facial
muscle movements.
participated in the experiment. In this study, the statistical
parameters are analysed to classify the six emotions
disgust, fear and anger, neutral, sadness and happy using
four neural network models namely CFNN, LRN, ENN and
FFNN. The classification accuracies obtained for four
network models namely FFNN, ENN, CNN and LRN are
94.5,87.56, 97.58 and 98.33%, respectively. In this study,
out of the four network models, the CFNN model has
the hghest performance m emotional recognition.
Performances of data from male subjects have been
observed to have better recognition when
comparing to females. Emotions namely disgust, happy,

Eleven males and nine females

rates

neutral and sad were observed well from the subjects
whereas the subjects lack traimng in anger and fear
emotions. Out of the six emotions proposed in this study,
disgust emotion was the best exhibited emotion. The
recogmition rates achieved in this study are relatively
higher n comparing with sunilar studies (Latha et af.,
2013). However, the performances of the proposed
algorithms are to be verified on online FEMG signals to
develop a real time FEMG based emotion recogmtion
systermn.
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